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Family of Carrier Ethernet Switches

INTRODUCTION

The VSC7438-02 Serval-2™, VSC7464-02 LynX-2™, and VSC7468-02 Jaguar-2™ Carrier Ethernet switch family pro-
vides a rich set of Carrier Ethernet switching features such as hierarchical QoS, hardware-based OAM (Ethernet and
MPLS/MPLS-TP) and Service Activation Testing, protection switching, IEEE 1588, and Synchronous Ethernet. Using
Provider Bridging (Q-in-Q) and MPLS/MPLS-TP technology, they deliver MEF CE 2.0 Ethernet Virtual Connections
(EVCs) and feature advanced TCAM classification in both ingress and egress. Per-EVC features include advanced L3-
aware classification, a rich set of statistics, OAM for end-to-end performance monitoring, and dual-rate policing and
shaping.

The devices target IP Edge demarcation and aggregation equipment to deliver enterprise and mobile backhaul services.
They are based on Virtualized Service Aware Architecture (VISAA™), a silicon implementation that offers an unmatched
level of Service Edge and Carrier Ethernet Networking features. ViSAA achieves wirespeed performance for even the
most feature-rich Carrier Ethernet (CE) services. The devices also integrate VeriTime™, Microchip’s patent-pending
timing technology that delivers the industry’s most accurate IEEE 1588v2 timing implementation to meet today’s LTE/
LTE-A requirements.

IPv4/IPv6 Layer 3 (L3) routing is supported, with up to 4K IPv4 (1K IPv6) unicast LPM entries and 2K IPv4 (512 IPv6)
L3 multicast groups. L3 security features include source guard and reverse path forwarding (URPF) tasks.

The devices contain a powerful 500 MHz MIPS-24KEc CPU enabling full management of the switch and advanced Car-
rier Ethernet applications.

The VSC7438-02 Serval-2™ device is a 32 Gbps Carrier Ethernet switch with up to 14 ports supporting the following
main port configurations:

* 12 x 1G SGMII ports + 2 x 10G XFI/XAUI ports.

* 3 x QSGMII ports + 2 x 10G XFI/XAUI ports

» Up to 14 ports are configurable to support 1G SGMII

* Up to 12 of the 1G ports are configurable to support 2.5G

The VSC7464-02 LynX-2™ device is a 52 Gbps Carrier Ethernet switch with up to 26 ports supporting the following main
port configurations:

* 12 x 1G SGMII ports + 4 x 10G XFI/XAUI ports

* 24 x 1G SGMII ports + 2 x 10G XFI/XAUI ports

* 6 x QSGMII ports + 2 x 10G XFI/XAUI ports

» Up to 26 ports are configurable to support 1G SGMII

» Up to 16 of the 1G ports are configurable to support 2.5G

The VSC7468-02 Jaguar-2™ device is an 80 Gbps Carrier Ethernet switch with up to 52 ports supporting the following
main port configurations:

* 32 x 1G SGMIl ports + 4 x 10G XFI ports.

* 10 x QSGMII ports + 4 x 10G ports (2 x XFI + 2 x XFI/XAUI)

* 12 x QSGMII ports + 3 x 10G ports (2 x XFI + 1 x XFI/XAUI)

» Up to 36 ports are configurable to support 1G SGMII

* Up to 24 of the 1G ports are configurable to support 2.5G

In addition, all devices support one 10/100/1000 Mbps SGMII/SerDes Node Processor Interface (NPI) Ethernet port.

General Features

This section lists the key device features and benefits.
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» Layer 2 and Layer 3 Forwarding
- |IEEE802.1Q switch with 4K VLANs and 32K MAC table entries
- Push/pop/translate up to three VLAN tags on ingress and egress
- RSTP and MSTP support
- Fully nonblocking wire-speed switching performance for all frame sizes
- IPv4/IPv6 unicast and multicast Layer 2 switching with up to 32K groups and 1K port masks

- IPv4/IPv6 unicast and multicast Layer 3 forwarding (routing) with reverse path forwarding (RPF) support, Pro-
vider Bridging, and MPLS/MPLS-TP

- IGMPv2, IGMPv3, MLDv1, and MLDv2 support
» Carrier Ethernet Support
- MEF CE 2.0 ready: Eight Class of Service (CoS) Ethernet Virtual Connections (EVC) per-EVC OAM, dual-
rate policing and shaping, queuing, and statistics
- Ethernet forwarding based on 32K MAC table or service classification, using up to three VLAN tags (Q-Q-Q)
- Ethernet pseudowire over MPLS, and MPLS LSR forwarding
- Reserved label and ACH processing for MPLS OAM
- One OAM Down-MEP per port plus a pool of OAM MEPs supporting Up-MEP and Down-MEP functions
- Service Activation Test frame generation and checking
» Timing and Synchronization
- Synchronous Ethernet, with four clock outputs recovered from any port
- |IEEE 1588-2008 (v2) with nanosecond-accurate time stamping for one-step and two-step clocks
- Hardware processing and PTP frame generation
* Quality of Service
- Four megabytes of integrated shared packet memory (two megabytes in VSC7438-02)
- Eight QoS classes with a pool of up to 32K queues
- TCAM-based classification with pattern matching against Layer 2 through Layer 4 information

- Bandwidth guarantees per EVC and COS obtained through flexible configuration of scheduling elements pro-
viding Hierarchical QoS scheduling and dual-rate shaping

- Dual-rate service policers, dual-rate bundle policers, eight single-rate priority policers per port, and four sin-
gle-rate port policers for each port

- Flexible 4K ingress QoS mappings and 8K egress QoS mappings for VLAN tags, DSCP values, and MPLS
labels

- Up to 4K egress VLAN tag and MPLS label operations

- Audio/video bridging (AVB) with support for time-synchronized, low-latency audio and video streaming ser-
vices

- Priority-based flow control (PFC) (IEEE 802.1Qbb)
» Security
- Versatile Content Aware Processor (VCAP) packet filtering engine using ACLs for ingress and egress packet
inspection
- Storm controllers for flooded broadcast, flooded multicast, and flooded unicast traffic
- Per-port, per-address registration for copying/redirecting/discarding
- 32 VCAP single-rate policers
* Management

- VCore-lll CPU system with integrated 500 MHz MIPS 24KEc CPU with MMU and DDR3/DDR3L SDRAM
controller

- PCle 1.x CPU interface

- CPU frame extraction (eight queues) and injection (two queues) through DMA, which enables efficient data
transfer between Ethernet ports and CPU/PCle

- EJTAG debug interface
- Configurable 16-bit or 8-bit DDR3 SDRAM interface supporting up to one gigabyte (GB) of memory

- Sixty-four pin-shared general-purpose 1/Os:
Serial GPIO and LED controller controlling up to 32 ports with four LEDs each
Triple PHY management controller (MIIM)
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Dual UART

Dual built-in two wire serial interface multiplexer
External interrupts

1588 synchronization 1/0Os

SFP loss of signal inputs

- External access to registers through PCle, SPI, MIIM, or through an Ethernet port with inline Versatile Regis-

ter Access Protocol (VRAP)

- Per-port counter set with support for the RMON statistics group (RFC 2819) and SNMP interfaces group

(RFC 2863)
- Energy Efficient Ethernet (EEE) (IEEE 802.3az)

- Support for CPU modes with internal CPU only, external CPU only, or dual CPU

- Carrier Ethernet software API for service creation and management

Product Parameters

All SerDes, packet memory, and configuration tables necessary to support network applications are integrated. The fol-

lowing table lists the primary parameters for the devices.

TABLE 1: PRODUCT PARAMETERS
Features and Port Configurations VSC7438-02 | VSC7464-02 @ VSC7468-02
Maximum bandwidth excluding 1G NPI port 32 Gbps 52 Gbps 80 Gbps
Maximum number of ports excluding 1G NPI port 14 26 52
Maximum number of QSGMII ports 3 6 12
Maximum number of 1G ports excluding 1G NPI port 14 26 52
Maximum number of 1G SGMII ports excluding 1G NPI port 14 26 36
Maximum number of 2.5G ports 12 16 24
Maximum number of 10G ports (SFI/XAUI) 2 4
SERDES1G lanes including 1G NPI port 1 9 9
SERDESG6G lanes 20 24 24
SERDES10G lanes 2 4 4
Layer 2 Switching
Packet buffer 16 Mb 32 Mb 32 Mb
MAC table size 132K 32K 132K
Layer 2 multicast port masks 1K 1K 1K
Super VCAP blocks (4K x 36 bits per block) [5 8 (8
VCAP CLM entries (36 bits) per super VCAP block 4K 4K 4K
VCAP LPM entries (36 bits) per super VCAP block [4K 4K [4K
VCAP 1S2 entries (288 bits) per super VCAP block 512 512 512
VCAP ESO entries 12K 4K 4K
Layer 3 Routing
Router legs 128 128 128
IP unicast routes/hosts per super VCAP block allocated to VCAP | IPv4: 4K IPv4: 4K IPv4: 4K
LPM for unicast routing IPv6: 1K IPv6: 1K IPv6: 1K
Next-hop/ARP table entries 2K 2K 2K
IP (S,G) or (*, G) multicast groups per super VCAP block allocated |IPv4: 2K IPv4: 2K IPv4: 2K
to VCAP LPM for multicast routing IPv6: 256 IPv6: 256 IPv6: 256
Multicast router leg masks 1K 1K 1K
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TABLE 1: PRODUCT PARAMETERS (CONTINUED)

Features and Port Configurations | VSC7438-02 | VSC7464-02 | VSC7468-02
ECMPs 116 16 116
Quality of Service and Security
Queues 16K 32K 32K
Ingress QoS mapping table entries 4K 4K 4K
Egress QoS mapping table entries 8K 8K 8K
Security enforcement (ACL) rules (288 bits) per super VCAP block 512 512 512

allocated to VCAP 1S2

Carrier Ethernet

Bi-directional Carrier Ethernet connections (E-Lines, MPLS pseudo- |4 COS: 512 4 COS: 1K 4 COS: 1K
wires, or MPLS LSPs) when allocating two super VCAP blocks to |8 COS: 256 8 COS: 512 8 COS: 512
VCAP CLM for VSC7438-02 and four for VSC7464-02 and

VSC7468-02

EVC bidirectional endpoints (ISDX and ESDX) 2K 4K 4K
DLB policers 2K 4K 4K
ISDX statistics 4K 8K 8K
ESDX statistics 4K 8K 8K
Hardware MEPs in addition to 1/port for port OAM 512 1K 1K
Hardware MIPs 512 1K 1K
MPLS encapsulations (tunnel LSPs and Ethernet headers) 512 1K 1K

Applications

The devices target the following applications.

» Wireless backhaul (microwave and millimeter wave, for example) equipment such as split-mount Outdoor Unit
(ODU), Indoor Unit (IDU), and all-integrated ODU

» Network Interface Devices (NIDs) targeting cell site and corporate office locations

» Carrier Ethernet access and pre-aggregation equipment such as fiber-based mobile backhaul service, Enterprise
VPN service, and Carrier networks based on Ethernet and MPLS-TP technologies

The following illustration shows these applications on a single-carrier network with fixed/mobile convergence.
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FIGURE 1: CONVERGED ACCESS AND AGGREGATION NETWORK APPLICATION
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WIRELESS BACKHAUL
Wireless backhaul equipment is available with following configuration options:

 Traditional split-mount with separate Outdoor Units (ODUs) and Indoor Units (IDUs). In the traditional split, the
modem functionality exists in the IDU, and the interface between the ODU and IDU is a modulated waveform.

» Ethernet split-mount also with separate ODU and IDU. In this configuration, the modem functionality exists in the
ODU along with some packet switching functions such as redundancy protection. The interface between the ODU
and IDU is Ethernet packets.

» All-integrated ODU, where the full ODU and IDU functionality is integrated into one piece of outdoor equipment.
Equipment of this type is common for 4G/LTE small cell applications.

TheVSC7438-02, VSC7464-02, and VSC7468-02 devices target all of these configurations. Ethernet and MPLS net-
working features enable wireless backhaul topologies such as chains, trees, and rings. Networking features are espe-
cially important for small cells due to limited wireless visibility, which can result in relatively arbitrary daisy-chaining of
multiple small cells in the backhaul. Typically, smaller switches are present in ODUs and larger switches in IDUs, which
often act as aggregators or localized switching centers.

The following illustration shows an all-integrated ODU on the left, a traditional split- mount ODU/IDU in the middle, and
an Ethernet split-mount ODU/IDU on the right. In some installations, the Radio Base Station and the all-integrated ODU
functionality can also be built into a single piece of equipment.

In the illustration, the full backhaul is made up of the wireless backhaul section plus the wired backhaul section, operated
by two separate network providers. Only the wireless backhaul section is illustrated. Other models of network ownership
are possible.

The wireless backhaul network provides a transport service between each Radio Base Station and the Pre-aggregation
network. The wireless backhaul operator provides an Ethernet connection between each Radio Base Station (Metro
Ethernet Forum UNI interface) and the Pre-aggregation Router (Metro Ethernet Forum E-NNI interface).

The application shown is somewhat simplified. In actual deployment, more complex configurations are common, such
as equipment redundancy, network redundancy (linear, ring, mesh, link aggregation), and increased wireless capacity
through link bonding.
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FIGURE 2: WIRELESS BACKHAUL APPLICATION
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Microwave radio links are highly susceptible to weather and use adaptive modulation techniques to deliver data reliably
during bad weather. As a result, the microwave data transfer rate (link speed) can change rapidly, causing jitter problems
for IEEE 1588 and Quality of Service (QoS) problems for the networking gear. The link speed is also limited to a few
hundred Mbps per microwave link under good weather conditions, so link bundling and load balancing are common.
Next-generation ODUs must support timing and synchronization such as Synchronous Ethernet and IEEE 1588
packet-based timing.

Small IDUs (pizza boxes) generally support Carrier Ethernet features similar to Network Interface Devices (NID). In
addition, IDU functionality can include MPLS-TP functionality.

Integrated ODU/IDU equipment also exists, especially for 4G/LTE small cell deployment. These units have a low port
count but with advanced features like MPLS-TP, protection switching mechanisms, and strong QoS.

The following key features are supported for wireless backhaul.

» Low size, low cost, and low power, especially for the ODUs

» Ethernet and MPLS-TP networking features at the IDUs and all-integrated ODUs
* UNI/NNI and Ethernet OAM

» |[EEE 1588 functionality delivering high-precision timing to 4G/LTE Base Stations. Various proprietary techniques
are supported to combat the jitter created by adaptive modulation on a wireless link, including ability to provide an
IEEE 1588 transparent clock function over a wireless link.

» Strong QoS to handle the varying link speed:
» |EEE 802.1Qbb priority-based flow control can be used as in-band dynamic flow control.
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» Versatile Register Access Protocol (VRAP) may also be used to dynamically adjust scheduler/shaper rates in-
band.

» Large integrated buffer memory, advanced hierarchical scheduling and shaping, and WRED enable efficient band-
width use without jeopardizing low-latency traffic such as voice.

 Linear and ring protection mechanisms.
» —40 °C ambient to 125 °C junction operating temperature.

NETWORK INTERFACE DEVICE (NID)

A multioperator network diagram is shown in the following illustration. In this reference diagram, a pair of service pro-
vider network interface devices (NIDs) provide enterprise VPN service or mobile backhaul service using an access pro-
vider’s network.

The service provider NIDs provide MEF-compliant Ethernet virtual connection (EVC) services, plus carrier-grade refer-
ence timing based on Synchronous Ethernet or IEEE-1588.

The access provider NIDs enable the service provider to offer service in areas where the service provider has no foot-
print. Although not standardized, it is common for the access provider NIDs to offer S-tagged UNI service, which is stan-
dard MEF UNI service, but using S-tags to identify each EVC.

FIGURE 3: NID APPLICATION FOR S-TAGGED UNI
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The following illustration depicts MEF-compliant E-access service. In this reference diagram, the access provider NID
tunnels each remote UNI to the service provider network using UNI Tunnel Access Operator Virtual Connections (UTA
OVCs).
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In the following illustration, the access provider NID is upgraded to a virtual NID (vNID), which allows for both access
provider and service provider management and OAM functions in one physical box deployed by the access provider.

Multidomain OAMs must be implemented to enable separate OAM functions for the access provider and the service
provider.
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FIGURE 5: NID APPLICATION FOR E-ACCESS USING VNID
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Microsemi’s Carrier Ethernet switch family is optimized for delivery of MEF EVCs that are based on the Virtualized Ser-
vice Aware Architecture (VISAA™). MEF-compliant features include dual-rate policing, dual-rate shaping, statistics, and
hardware-based OAM. Hierarchical QoS supports these features at the EVC and UNI/E-NNI level. In addition,
Microsemi’s Carrier Ethernet switches support the virtual NID model.

Enterprise VPN services provide connectivity between corporate Headquarters and Branch offices, as well as providing
voice, video, internet, storage, and other network-hosted applications.
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Mobile backhaul services provide connectivity between radio base stations and mobile switching centers. For mobile
backhaul applications, Microsemi offers the industry’s highest performance IEEE 1588 solution, uniquely able to deliver
LTE Advanced performance for 1588 Slave and one-step transparent clock applications.

In this example, there is a service provider who sells services directly to the enterprise and mobile operator, and an
access provider who sells local access to the service provider.

In general, NIDs provide demarcation between a customer and a network.

The NIDs are located at the customer sites or provider network edges. The two-box model is prevalent, but an emerging
one-box Virtual NID concept is shown in the illustration. In the virtual NID concept, the access provider owns the NID
but there are separate access provider and service provider management domains.

Access provider networks predominantly use Provider Bridging (Q-in-Q) and/or MPLS-TP technology for backhauling
customer traffic further into the network. NIDs generally have a low port count as shown in this example, although it is
also possible to have larger NIDs with many customer-facing ports.

The following illustration shows an internal view of the Microsemi Carrier Ethernet switches in a NID application.

FIGURE 6: NID INTERNAL VIEW
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The following key features are supported for NID and Virtual NID.

» Highly flexible classification, tagging, and encapsulation for Provider Bridges (Q-in-Q), MPLS pseudowires, and
MPLS-TP transport.

* Fully-featured Ethernet-based OAM. Hardware OAM implementation is required for precision and scale.

» At the UNI-C and ENNI, MEF-compliant DLB shaping and Down-MEP functions. Down-MEPs allow the customer
to monitor the service purchased from the Network.

» At the UNI-N and ENNI, MEF-compliant dual-rate policing and Up-MEP functions. Up-MEPs allow the Network to
monitor the service sold to the customer.

* R-UNI and V-UNI functions for MEF-compliant UTA OVC E-Access.

» At the UNI-C and ENNI, some applications require per-service queuing for separation.
» Per-service and color statistics for frame arrivals, departures, and discards.

« Service activation measurements.

» |IEEE-1588 network timing functions. These are especially important for mobile backhaul services, where the NID
must provide a high-quality timing reference to the Radio Base Station.

« Linear and ring protection mechanisms as well as path and port protection for dual-homed NID installations.
* Integrated CPU sub-system for management and control.

0.0.1 CARRIER ETHERNET SWITCH WITH MPLS-TP

The following illustration shows an MEF Ethernet virtual connection (EVC) being offered from an MPLS network. The
customer interface (UNI) is Ethernet, and the customer is unaware that the carrier network is using MPLS technologies.
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FIGURE 7: CARRIER ETHERNET SWITCH WITH MPLS-TP APPLICATION
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The Carrier Ethernet Switches initiating and terminating the pseudowire implement Provider Edge (PE) functions, pro-
viding Ethernet-to-MPLS and MPLS-to-Ethernet operations. These are also known as Pseudowire Label Edge Router
(LER) operations. The PE switches also initiate and terminate the MPLS Label Switched Path (LSP) connection.

The Carrier Ethernet switches that forward MPLS packets using MPLS label switching provide MPLS-to-MPLS opera-
tions. These switches are known as Label Switch Routers (LSRs).

The switch supports these pseudowire LER and MPLS LSR operations and provide the following capabilities:

EoMPLS PW LER (Single-Segment and Multi-Segment Pseudowire) MPLS LSR
Hierarchical VPLS (H-VPLS) edge functions (MTU-s)

MEF-compliant service delivery with per-EVC dual-rate policing and arrival/departure/discard statistics kept for
each EVC and each PW

Concurrent Ethernet OAM at the EVC Service Layer and MPLS OAM for both

Pseudowire and Label Switched Path Layers Hierarchical scheduling and dual-rate shaping Protection switching
using MPLS and Ethernet layers

IEEE 1588 network timing functions, including transparent clock hardware for PTP delivered over MPLS and
pseudowire

Integrated CPU sub-system for management and control
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TO OUR VALUED CUSTOMERS

It is our intention to provide our valued customers with the best documentation possible to ensure successful use of your Microchip
products. To this end, we will continue to improve our publications to better suit your needs. Our publications will be refined and
enhanced as new volumes and updates are introduced.

If you have any questions or comments regarding this publication, please contact the Marketing Communications Department via
E-mail at docerrors@microchip.com. We welcome your feedback.

Most Current Data Sheet
To obtain the most up-to-date version of this data sheet, please register at our Worldwide Web site at:
http://www.microchip.com

You can determine the version of a data sheet by examining its literature number found on the bottom outside corner of any page.
The last character of the literature number is the version number, (e.g., DS30000000A is version A of document DS30000000).

Errata

An errata sheet, describing minor operational differences from the data sheet and recommended workarounds, may exist for cur-
rent devices. As device/documentation issues become known to us, we will publish an errata sheet. The errata will specify the
revision of silicon and revision of document to which it applies.

To determine if an errata sheet exists for a particular device, please check with one of the following:
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1.0 FUNCTIONAL OVERVIEW

This section provides an overview of all the major blocks and functions involved in the forwarding operation in the same
order as a frame traverses through the device. It also outlines other major functionality of the device, such as the CPU
subsystem, OAM processing, and IEEE 1588 PTP processing.

The following illustration shows the VSC7468-02 block diagram. The block diagrams for VSC7438-02 and VSC7464-02
are similar but with different port module and SerDes lane configurations.
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1.1 Frame Arrival in Ports and Port Modules

The Ethernet interfaces receive incoming frames and forward these to the port modules.

Each port module contains a Media Access Controller (MAC) that performs a full suite of checks, such as VLAN tag-
aware frame size checking, frame check sequence (FCS) checking, and pause frame identification.

Each port module connects to a SerDes macro and contains a Physical Coding Sublayer (PCS), which performs 8b/10b
or 64b/66b encoding, auto-negotiation of link speed and duplex mode, and monitoring of the link status.

Symmetric and asymmetric pause flow control are both supported as well as priority-based flow control
(IEEE 802.1Qbb).

All Ethernet ports support Energy Efficient Ethernet (EEE) according to IEEE 802.3az. The shared queue system is
capable of controlling the PCS operating states, which are active or low power. The PCS understands the line signaling
as required for EEE. This includes signaling of active, sleep, quiet, refresh, and wake.

1.1.1 1G SGMII LINE PORTS
1G SGMII line ports operate in one of the following modes:

* 10/100/1000 Mbps SGMII. The SGMII interface connects to an external copper PHY device or copper SFP optical
module with SGMII interface. In this mode, autonegotiation is supported for link speed, duplex settings, pause set-
tings, and remote fault signaling. Full-duplex is supported for all speeds, while half-duplex is supported for 10/
100 Mbps.

* 100BASE-FX. The 100BASE-FX interface connects directly to a 100BASE-FX SFP optical module. Autonegotia-
tion is not specified for 100BASE-FX and is not supported. Operation is always 100 Mbps and full duplex.

* 1000BASE-X. The 1000BASE-X interface connects directly to a 1000BASE-X SFP optical module. Autonegotia-
tion is supported for pause settings and remote fault signaling. Operation is always 1000 Mbps and full duplex. 1G
backplane Ethernet 1000BASE-KX is fully supported, including autonegotiation.

1.1.2 2.5G SGMII LINE PORTS

The 2.5G interface connects directly to an SFP optical module. Operation is always 2500 Mbps and full duplex. 2.5G
backplane Ethernet is also supported.

1.1.3 1G QSGMII LINE PORTS

1G QSGMII line ports operate in quad 10/100/1000 Mbps QSGMII. The QSGMI!I interface connects to an external cop-
per PHY device. In this mode, autonegotiation is supported for link speed, duplex settings, pause settings, and remote
fault signaling. Full-duplex is supported for all speeds, while half-duplex is supported for 10/100 Mbps.

114 10G LINE PORTS
10G line ports can operate in one of the following modes. All ports support SFI but some ports may not support XAUL.

» 10 Gbps SFI. The interface connects directly to a T0GBASE-R SFP+ optical module or an external PHY device.
Auto-negotiation is supported for pause settings, remote fault signaling, and backplane Ethernet functions. The
10G or 1G operation is supported for SFP+ optical modules, and operation is always full duplex.

» 10G backplane Ethernet 10GBASE-KR (serial backplane) is fully supported, including autonegotiation, training,
and 10GBASE-KR FEC.

* When used with external devices capable of WAN-PHY (10GBASE-W) operation, the 10G line ports support pac-
ing operation as specified for 10GBASE-W operation.

* 10 Gbps XAUI. This interface supports four-lane XAUI and connects to external devices supporting these inter-
faces. Autonegotiation is supported for pause settings, remote fault signaling, and backplane Ethernet functions.
10G or 1G operation is supported for SFP+ optical modules, and operation is always full duplex.

* 10G backplane Ethernet 10GBASE-KX4 (four-lane backplane) and 10GBASE-CX4 (four-lane copper) are fully
supported, including autonegotiation.

1.2 Basic Classification

Basic frame classification in the ingress processing module (the analyzer) receives all frames before further classifica-
tion processing is performed. The basic classifier uses configurable logic to classify each frame to a VLAN, QoS class,
drop precedence (DP) level, DSCP value, and an aggregation code. This information is carried through the switch
together with the frame and affects policing, drop precedence marking, statistics collecting, security enforcement,
Layer 2 and Layer 3 forwarding, and rewriting.
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The basic classifier also performs a general frame acceptance check. The output from the basic classification may be
overwritten or changed by the more intelligent advanced classification using the TCAM-based VCAP.

1.3 Virtualized Service Aware Architecture (ViISAA™)

The Microsemi Carrier Ethernet service-aware architecture enables a rich set of Carrier Ethernet service features using

multiple lookups into VCAP classification matching (CLM). Up to 64 ingress DSCP mapping tables (64 entries each) can

be used for more efficient TCAM utilization. Carrier Ethernet services include:

* Metro Ethernet Forum (MEF) E-Line, E-LAN, and E-TREE EVCs

* MPLS pseudowires and Label Switched Paths (LSPs)

Carrier Ethernet service policy attributes include:

» Mapping to a service-level dual-rate policer. Multiple services can map to one policer. Up to eight policers can be
assigned per service to implement the per-COS per-EVC MEF bandwidth profile.

» Mapping to a VLAN/VSI (MAC table) resource and a service-specific port map.

» Mapping to service-specific arrival and departure frame modification instructions.

* Mapping to a protection group resource, enabling fast failover of multiple services using a single group-level pro-
tection action. When using this protection mechanism, each service may retain individual frame modification
instructions for both working and protect states.

+ Service-specific QoS handling instructions including remarking and hierarchical QoS treatment.
* OAM and control protocol handling, including mapping to Versatile OAM Engine (VOE) hardware resources.

« Per-service arrival, departure, and discard statistics. Multiple services can map to one statistics set. Up to eight
statistics sets can be assigned to a service to implement the per-CoS per-EVC MEF bandwidth profile.

1.4 Security and Control Protocol Classification

Before being passed on to the Layer 2 forwarding, all frames are inspected by the VCAP IS2 for security enforcement
and control protocol actions.

The action associated with each 1S2 entry (programmed into the IS2 action RAM) includes frame filtering, single leaky
bucket rate limiting (frame or byte based), snooping to CPU, redirecting to CPU, mirroring, time stamping, and account-
ing. Although the VCAP IS2 is located in the ingress path of the device, it has both ingress and egress capabilities.

The VCAP 1S2 engine embeds powerful protocol awareness for well-known protocols such as LLC, SNAP, ARP, I1Pv4,
IPv6, and UDP/TCP. IPv6 is supported with full matching against both the source and the destination IP addresses.

For each frame, up to two lookup keys are generated and matched against the VCAP entries.

VCAP CLM can enable OAM processing, either by copy or redirect to the CPU or by assigning the frame to a VOE for
hardware OAM processing. VCAP IS2 can enable OAM processing by copy or redirect to the CPU.

1.5 Policing

Each frame is subject to one or more of the following policing operations.

» Dual-rate service policers. Service classification selects which service policer to use.

» Dual-rate bundle policers. Service classification selects which bundle policer to use. Bundle policers are placed
immediately after the service policers and can police one or more services.

+ Single-rate priority policers. Ingress port number and QoS class determine which policer to use.
» Single-rate port policers. Ingress port number determines which policer to use.
» VCAP dual-rate policers. 1S2 action selects which VCAP dual-rate policer to use.

» Single-rate global storm policers. Frame characteristics, such as broadcast, unicast, multicast (BUM), or learn-
frame, select which policer to use.

« Single-rate service broadcast, unicast, and multicast (BUM) policers for flooded frames. Service classification and
destination MAC address select which policer to use.

Policers can measure frame rates (frames per second) or bit rates (bits per second). Service frames (frames classified
to a service) can trigger the following policers.

* One BUM policer

* One service policer

* One bundle policer
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* One VCAP policer
« Eight storm policers

Non-service frames can trigger the following policers:

* One BUM policer

* One priority policer or one dual-rate VCAP policer

* One port policer

* One VCAP policer

« Four port policers

« Eight storm policers

Dual-rate policers are MEF-compliant, supporting both color-blind and color-aware operation. The initial frame color is

derived from the drop precedence level from the frame classification. The MEF coupling mode is also configurable for
each policer.

Dual-rate policers ensure Service Level Agreement (SLA) compliance. The outcome of this policing operation is to mark
each accepted frame as in-profile (green) or out-of-profile (yellow). Yellow frames are treated as excess or discard-eli-
gible and green frames are committed. Frames that exceed the yellow/excess limits are discarded (red).

Each frame is counted in associated statistics counters reflecting the service and the frame’s color (green, yellow, red).
The statistics counters count bytes and frames.

The four port policers and eight storm policers can be programmed to limit different types of traffic such as CPU-for-
warded frames, learn frames, known or unknown unicast, multicast, or broadcast.

1.6 Layer 2 Forwarding

After the policers, the Layer 2 forwarding block of the analyzer handles all fundamental Layer 2 forwarding operations
and maintains the associated MAC table, the VLAN table, the ISDX table, and the aggregation table. The devices imple-
ment a 32K MAC table and a 4K VLAN table.

The main task of the analyzer is to determine the destination port set of each frame. The Layer 2 forwarding decision is
based on various information such as the frame’s ingress port, source MAC address, destination MAC address, the
VLAN identifier, and the ISDX, as well as the frame’s VCAP actions, mirroring, and the destination port’s link aggregation
configuration.

Layer 2 forwarding of unicast and Layer 2 multicast frames is based on the destination MAC address and the VLAN.

The switch can also L2-forward IPv4 and IPv6 multicast frames using additional Layer-3 information, such as the source
IP address. The latter enables source-specific IPv4 multicast forwarding (IGMPv3) and source-specific IPv6 multicast
forwarding (MLDv2). This process of L2-forwarding multicast frames using Layer 3 information is called “snooping”,
which is different from L3-forwarding (routing) of multicast frames.

The following describes some of the contributions to the Layer 2 forwarding.

* VLAN Classification VLAN-based forward filtering includes source port filtering, destination port filtering, VLAN
mirroring, and asymmetric VLANS.

+ Service Classification Service-based forward filtering includes destination port filtering and forced forwarding.

» Security Enforcement The security decision made by the VCAP IS2 can, for example, redirect the frame to the
CPU based on security filters.

« MSTP The VLAN identifier maps to a Multiple Spanning Tree instance, which determines MSTP-based destina-
tion port filtering.

* MPLS Destination set determined by processing MPLS labels.

* MAC Addresses Destination and source MAC address lookups in the MAC table determine if a frame is a learn
frame, a flood frame, a multicast frame, or a unicast frame.

* Learning By default, the device performs hardware learning on all ports. However, certain ports could be config-
ured with secure learning enabled, where an incoming frame with unknown source MAC address is classified as a
“learn frame” and is redirected to the CPU. The CPU performs the learning decision and also decides whether the
frame is forwarded. Learning can also be disabled, such as for E-Line services. If learning is disabled, it does not
matter if the source MAC address is in the MAC table.

« Link Aggregation A frame targeted to a link aggregate is processed to determine which physical port of the link
aggregate group the frame must be forwarded to.

* Mirroring Mirror probes may be set up in different places in the forwarding path for monitoring purposes. As part
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mirroring, a copy of the frame is sent either to the CPU or to another port.

1.7 Layer 3 Forwarding

All devices support Layer 3 forwarding (routing), which is performed by the analyzer. With Layer 3 forwarding, the IPv4
or IPv6 addresses determine the destination port set and Layer 3 processing is performed on IP header. The Layer 3
forwarding process also replaces the arrival Layer-2 Ethernet header (including MAC addresses and VLAN tags) with
a new Layer 2 Ethernet header after departure from the switch.

The analyzer supports 128 router legs, and supports Virtual Router Redundancy Protocol (VRRP). Ingress router legs
are addressed using classified arrival VLAN and DMAC address.

If an arrival frame is determined to belong to an ingress router leg and routing is enabled, Layer 3 forwarding is applied.
Note that this is in addition to any Layer 2 forwarding, so for example, an arrival multicast frame may be Layer 2 for-
warded on the classified arrival VLAN and also Layer 3 forwarded to one or more additional VLANSs. IP unicast frames
only use Layer 2 forwarding or Layer 3 forwarding, but never both. Layer 3 forwarding always uses the classified arrival
VLAN and does not use the ISDX.

Layer 3 forwarding first checks the IP header for validity. IP header checks include IP version, header length, and header
checksum. The Time-to-Live (TTL) or Hop Limit values are also checked for validity and decremented if the packet is
forwarded.

The analyzer then searches the Longest Prefix Match (LPM) table for an exact match of the destination IP address. If
there is not an exact match, the table is searched for the best partial match. If there is no partial match in the LPM table,
the frame is Layer 3 forwarded to the location of the default gateway.

With Layer 3 forwarding, each egress frame copy uses an egress router leg to determine the per-copy egress encap-
sulation. There can be up to 16 egress router legs associated with one forwarding entry in support of Equal Cost Mul-
tipath (ECMP) functionality, where multiple forwarding paths are used between adjacent routers for increased
forwarding bandwidth.

Reverse path forwarding (RPF) is optionally performed on multicast and unicast (URPF) packets as a security check.
This source IP address check helps detect and prevent address spoofing.

Multicast frames can be Layer 2 forwarded on the arrival VLAN as well as Layer 3 forwarded to different VLANSs. Layer 3
forwarding of IP multicast is different from Layer 2 forwarding of IP multicast using IGMP/MLD snooping in the following
ways:

* IP header checks and TTL processing are performed

» The Ethernet header is swapped

» The egress VLANs may be different from the ingress VLANs

» Multiple frame copies can be generated per physical port

Network control such as ICMP and ARP are redirected to the CPU, along with malformed packets, packets with expired
TTL, and packets with options.

1.8 Shared Queue System and Hierarchical Scheduler

The analyzer provides the destination port set of a frame to the shared queue system. It is the queue system'’s task to
control the frame forwarding to all destination ports.

The shared queue system embeds memory that can be shared between all queues and ports. Frames are mapped to
queues through a programmable mapping function allowing ingress ports, egress ports, QoS classes, and services to
be taken into account. The sharing of resources between queues and ports is controlled by an extensive set of thresh-
olds.

Each egress port implements default schedulers and shapers as shown in the following illustration. Per egress port, the
scheduler sees the outcome of aggregating the egress queues (one per ingress port per QoS class) into eight QoS
classes.

1.8.1 CLASS-BASED QUEUING (DEFAULT CONFIGURATION)

By default, aggregation is done in a Deficit Weighted Round Robin fashion (DWRR) with equal weights to all ingress
ports within a QoS class, so byte-accurate weighted round robin scheduling between ingress ports is performed for each
QoS class.

The following illustration shows the default scheduler-shaper configuration. Hierarchical scheduling-shaping is also pos-
sible. All shapers shown are dual leaky bucket shapers.
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FIGURE 1-2: DEFAULT SCHEDULER-SHAPER CONFIGURATION
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Scheduling between QoS classes within the port can use one of the three following methods:

« Strict Priority scheduling. Frames with the highest QoS class are always transmitted before frames with lower QoS
class.

 Deficit Weighted Round Robin (DWRR) scheduling. Each QoS class serviced using DWRR sets a DWRR weight
ranging from 0 to 31.

« Combination of Strict Priority and DWRR scheduling. The default configuration is shown, where QoS classes 7
and 6 use strict priority while QoS classes 5 through 0 use DWRR. But any split between strict and DWRR QoS
classes can be configured.

1.8.1.1 Hierarchical QoS (H-QoS)

Hierarchical Quality of Service (H-QoS) egress scheduling can be configured as shown in the following illustration.
Scheduling QoS within each EVC is performed as previously described for scheduling QoS within a port. Each EVC can
optionally be shaped using a MEF-compliant dual-rate shaper. EVCs are then scheduled at the port level using a DWRR
scheduler. The physical port can optionally be shaped using a MEF-compliant dual-rate shaper.
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FIGURE 1-3: HIERARCHICAL SCHEDULER-SHAPER CONFIGURATION
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1.9 Rewriter and Frame Departure

Before transmitting the frame on the egress line, the rewriter can modify selected fields in the frame such as Ethernet
headers and VLAN tags, MPLS labels, IPv4/IPv6 fields, OAM fields, PTP fields, and FCS. The rewriter also updates the
frame’s COS and color indications such as DEI, PCP, MPLS TC, and DSCP. Departure statistics are also kept based
on either the ESDX from the VCAP ESO lookup or the classified VLAN.

1.9.1 BASIC VLAN TAGGING OPERATIONS (PORT-BASED)

By default, the egress VLAN actions are determined by the egress port settings and classified VLAN. These include
basic VLAN operations such as pushing a VLAN tag, untagging for specific VLANs, and simple translations of DEI, PCP,
and DSCP.

1.9.2 ADVANCED VLAN TAGGING OPERATIONS (PORT-BASED AND SERVICE-BASED)

By using the egress VCAP ESO, significantly more advanced VLAN tagging operations can be achieved. ESO enables
pushing up to three VLAN tags and flexible VLAN tag translation for per-EVC VLAN tag/TPID, PCP, DEI, and DSCP
control. The lookup by VCAP ESO includes classified VLAN (which is VSI for services), ISDX, egress port, and COS/
color indications.

1.9.3 MPLS OPERATIONS

MPLS push, pop, and swap are always handled by VCAP ESO. Up to three MPLS labels and one control word can be
popped and pushed, as well as an Ethernet link layer header. Per-EVC/LSP/PW, control is supported for Ethernet link
layer encapsulation and VID, MPLS labels, and TC bit remarking.

1.94 LAYER 3 FORWARDING (ROUTING) OPERATIONS

Supports per-router-leg control of Ethernet link layer encapsulation and VID, as well as modification of other Layer 3
fields such as IPv4 TTL, IPv4 checksum, and IPv6 hop limit.

1.9.5 OAM OPERATIONS

OAM Protocol data unit (PDU) modifications include insertion of time stamps and frame counters, as well as OAM Mes-
sage/Reply swap operations. General SMAC/DMAC swapping is also supported for OAM and non-OAM frames.
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1.9.6 PTP (IEEE 1588) OPERATIONS

PTP PDU modifications include insertion/update of time stamps and correction fields, as well as updating the UDP
checksum.

The rewriter pads frames to minimum legal size if needed, and updates the FCS if the frame was modified before the
frame is transmitted.

The egress port module controls the flow control exchange of pause frames with a neighboring device when the inter-
connection link operates in full-duplex flow control mode.

1.10 CPU Port Module

The CPU port module (DEVCPU) contains eight CPU extraction queues and two CPU injection queues. These queues
provide an interface for exchanging frames between the internal CPU system and the switch core. An external CPU
using the serial interface can also inject and extract frames to and from the switch core by using the CPU port module.

In addition, any Ethernet interface on the device can be used for extracting and injecting frames. The Ethernet interface
used in this way is called the Node Processor Interface (NPI) and is typically connected to an external CPU.

Injected frames may be prepended with an injection header to control processing and forwarding of these frames.
Extracted frames may be prepended with an extraction header to supply frame arrival and classification information
associated with each frame. These headers may be used by internal CPU or external CPU.

The switch core can intercept a variety of different frame types and copy or redirect these to the CPU extraction queues.
The classifier can identify a set of well-known frames, such as IEEE reserved destination MAC addresses (BPDUs,
GARPs, CCM/Link trace), as well as IP-specific frames (IGMP, MLD). Security VCAP 1S2 provides another flexible way
of intercepting all kinds of frames, such as specific OAM frames, ARP frames or explicit applications based on TCP/
UDP port numbers. In addition, frames can be intercepted based on the MAC table, the VLAN table, or the learning
process.

Whenever a frame is copied or redirected to the CPU, a CPU extraction queue number is associated with the frame and
used by the CPU port module when enqueuing the frame into the eight CPU extraction queues. The CPU extraction
queue number is programmable for every interception option in the switch core.

111 Synchronous Ethernet and Precision Time Protocol (PTP)

The switch supports Synchronous Ethernet and IEEE 1588 Precision Time Protocol (PTP) for synchronizing network
timing throughout a network.

Synchronous Ethernet allows for the transfer of precise network timing (frequency) using physical Ethernet link timing.
Each switch port can recover its ingress clock and output the recovered clock to one of up to four recovered clock output
pins. External circuitry can then generate a stable reference clock input used for egress and core logic timing.

The Precision Time Protocol (PTP) allows for the transfer of precise network timing (frequency) and time of day (phase)
using Ethernet packets. PTP can operate as a one-step clock or a two-step clock. For one-step clocks, a precise time
is calculated and stamped directly into the PTP frames at departure. For two-step clocks, a precise time is simply
recorded and provided to the CPU for further processing. The CPU can then initiate a follow-up message with the
recorded timing.

The devices support PTP Delay_req/Delay_resp processing in hardware where the Delay_req frame is terminated and
a Delay_resp frame is generated based on the request. In addition to updating relevant PTP time stamps and message
fields, the frame encapsulation can be changed. This includes swapping and rewriting MAC addresses, IP addresses,
and TCP/UDP ports, and updating the IPv4 TTL or IPv6 hop limit.

The devices also support generation of PTP Sync frames using the automatic frame injector (AFI) functionality.
PTP is supported for a range of encapsulations including:

» PTP over Ethernet

* PTP over UDP over IPv4/IPv6 over Ethernet

« Either of the above encapsulations over MPLS pseudowire over Ethernet
* PTP over UDP over IPv4/IPv6 over MPLS over Ethernet

The switches support two separate timing domains; one for Synchronous Ethernet and data path forwarding, and one
for PTP timing synchronization. This gives the system designer control over how these two timing architectures interact.
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1.12 Ethernet and MPLS OAM

Hardware MEP functions are implemented for Ethernet and MPLS OAM using Versatile OAM engines (VOE). Hierar-
chical MEP functionality is supported up to four layers deep, including a mix of Up and Down MEPs. Each incoming
OAM frame is processed by the assigned VOE, which includes verification of the frame contents against configurations,
forwarding based on the MEG level, and processing according to the received MPLS or Ethernet OAM type.

In combination with the MEPs, hardware MIPs can implement a mix of Down-MIP and Up-MIP half functions, which
include verifying the OAM frame contents against configurations and providing the frame to the CPU for further process-

ing.

1.13 Ethernet OAM

The switch supports various Ethernet OAM layer interactions as defined in ITU-T Y.1731, IEEE 802.3, and IEEE
802.1ag. The following Ethernet OAM functions are supported in hardware. Other Ethernet OAM functions are sup-
ported, but require CPU interaction.

+ Continuity check CCM frame generation and checking with sub-millisecond transmission periods, including sup-
port for RDI and sequence number functions.

» Loopback with frame generation and checking for both LBM and LBR, and the Loopback Responder function
receiving LBM and replying with LBR at full rate including MAC address swapping.

* Frame loss measurements with hardware-accurate counter readings supporting single-ended and dual-ended
measurements. Single-ended loss measurements use LMM and LMR, whereas dual-ended loss measurements
use CCM.

* Frame delay measurements with hardware-accurate time stamps supporting one-way and two-way delay mea-
surements. One-way delay measurements use 1DM, whereas two-way delay measurements DMM and DMR.
» Test frame generation and checking.

1.13.1 MPLS OAM

The switch supports the following MPLS and pseudowire OAM. Hardware supports MPLS OAM channel detection for
all formats listed. Hardware also provides Bidirectional Forwarding Detection (BFD) OAM generation and checking with
sub-millisecond transmission periods.

Other MPLS OAM functions are supported, but require CPU interaction.

» Ethernet OAM: Inside MPLS pseudowire.

» Pseudowire OAM: The OAM channel for VCCV types 1-3 detected per IETF RFC5085, also “type 4” OAM channel
detected using MPLS-TP GAL.

* MPLS-TP OAM: GAL/G-ACH detected as per IETF RFC5586, which detects the OAM channel as described in
both ITU-T G.8113.2 (MPLS-TP using tools defined for MPLS, based on IETF MPLS OAM) and ITU-T G.8113.1
(MPLS-TP in Packet Transport Network, based on ITU-T Y.1731 OAM)

* MPLS-TP Bidirectional Forwarding Detection (BFD): ACH-encapsulated within pseudowires and LSPs as per
IETF RFC6428.

1.13.2 CPU SUBSYSTEM

The devices contain a powerful, 500 MHz MIPS24KEc-compatible microprocessor, a high bandwidth Ethernet Frame
DMA engine, and a DDR3/DDR3L controller supporting up to 1 gigabyte (GB) of memory. This complete system-on-
chip supports Linux or embedded operating systems, enabling full management of the switch and advanced software
applications.

The device supports external CPU register access by the on-chip PCle 1.x endpoint controller, by specially formatted
Ethernet frames on the NPI port (Versatile Register Access Protocol), or by register access interface using SPI proto-
col. External CPUs can inject or extract Ethernet frames by the NPI port, by PCle DMA access, or by register read/
writes (using any register-access interface).
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2.0 FUNCTIONAL DESCRIPTIONS

This section describes the functional aspects of the VCS7438-02, VSC7464-02, and VSC7468-02 devices, including
available configurations, operational features, and testing functionality. It also defines the device setup parameters that
configure the devices for a particular application.

The functional descriptions in this section contain some information shared across multiple switch families. As a result,
some functional descriptions do not apply to the Carrier Ethernet switch family. Stacking is not supported, and any ref-
erence to stacking, stacking links, and learn-all frames should be ignored. Note that even though stacking is not sup-
ported, the VStaX header is used by the Carrier Ethernet switch family as an internal frame header and communication
with external CPUs.

The following illustration shows an RTL block diagram of the physical blocks in the devices and how the blocks inter-
connect. The functional aspects of each block is provided in following sections. The grayed-out blocks represent the
VCore-lll and DEVCPU blocks. For more information about the VCore-lll and DEVCPU blocks, see Section 3.0,
"VCore-lll System and CPU Interfaces".

FIGURE 2-1: PHYSICAL BLOCK DIAGRAM
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21 Register Notations

This datasheet uses the following general register notations.
<TARGET>:<REGISTER_GROUP>:<REGISTER>.<FIELD>

<REGISTER_GROUP> is not always present. In that case the following notation is used:
<TARGET>::<REGISTER>.<FIELD>

When a register group does exist, it is always prepended with a target in the notation.

In sections where only one register is discussed or the target (and register group) is known from the context, the <TAR-
GET>:<REGISTER_GROUP>: may be omitted for brevity leading to the following notation:

<REGISTER>.<FIELD>
When a register contains only one field, the .<FIELD> is not included in the notation.

When referring to a specific instance of a register group, specific register instance, or a specific bit in a field, square
brackets are used, for example:

<TARGET>:<REGISTER_GROUP>[<register group instance>]:<REGISTER>.<FIELD>
<TARGET>:<REGISTER_GROUP>:<REGISTER>[<register instance>].<FIELD>
<TARGET>:<REGISTER_GROUP>:<REGISTER>.<FIELD>[<bit number>]
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2.2 Frame Headers

This section describes the internal header formats used within the devices that are visible in frames to and from the
CPU, NPI port, and in frames exchanged between devices in multichip configurations.

The header formats are internal frame header (IFH) and VStaX header.

Internal frame header (IFH) IFH is used when extracting frames to CPU and injecting frames from CPU. The IFH
can also be inserted into frames transmitted on the NPI port. The IFH includes a VStaX header.

VStaX header The VStaX header can be used for transmission to and from an NPI port.

2.2.0.1 Internal Frame Header Placement
The following illustration shows internal frame header placement.

FIGURE 2-2: FRAME WITH INTERNAL FRAME HEADER
Bit 223 Bit 0
No Prefix: ’ Internal Frame Header ‘ DMAC ‘ SMAC Frame data
Bit 223 Bit 0
Short Prefix: | ANY DMAC ‘ Any SMAC |0X8880|Ox0009‘ Internal Frame Header DMAC ‘ SMAC | Frame data
Bit 223 Bit 0
Long Prefix: ’ ANY DMAC ‘ Any SMAC ‘ VLAN tag IOXSSSOIOXOOOQ‘ Internal Frame Header ‘ DMAC ‘ SMAC Frame data

D Field removed before transmitted

Frames are injected without prefix from internal CPU or directly attached CPU.

Frames can be injected with a prefix to accommodate CPU injection from a front port (that may be directly attached),
controlled by ASM:CFG:PORT_CFG.INJ_FORMAT_CFG.

The internal frame header and optional prefix is removed before transmitting the frame on a port. It is only visible to the
user when injecting and extracting frames to or from the switch core and optionally when sending/receiving frames
using the NPI port.

It is possible to configure a port to transmit frames with internal frame headers using REW:COMMON:PORT_C-
TRL.KEEP_IFH_SEL. It is also possible to only transmit CPU redirected frames with Internal frame headers using
REW:COMMON:GCPU_CFG.GCPU_KEEP_IFH.

2.2.1 INTERNAL FRAME HEADER LAYOUT
The internal frame header is 28 bytes long. The following illustration shows the layout.
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The following table shows the internal frame header fields, including information whether a field is relevant for injection,
extraction, or both.

TABLE 2-1: INTERNAL FRAME HEADER FIELDS

Field Category Field Name Bit Width Description
TS TSTAMP 223:192 32 bits Arrival time stamp in nanoseconds.
DST when FWD.DST_- RSV 191:181 11 bits Reserved field. Must be set to 0.
MODE is INJECT DST PORT_MASK | 180:128 | 53bits | Injection destination port mask where

each bit representing a physical port (only
used for injection).

DST when FWD.DST_- | RSV 191:190 2 bits Reserved field. Must be set to 0.

MODE is ENCAP RT_FWD 189 1 bit Update IP4 TTL and chksum/ip6 Hopcnt.
SWAP_MAC 188 1 bit Instruct rewriter to swap MAC addresses.
TAG_TPID 187:186 2 bits Tag protocol IDs.

0: Standard TPID as specified in
VSTAX.TAG.TAG_TYPE.

1: custom1 stag TPID.

2: custom2 stag TPID.

3: custom3 stag TPID.

RSV 185:184 2 bits Reserved field. Must be set to 0.
GEN_IDX 183:174 10 bit Generic index.
VS| when GEN_IDX_MODE = 1.
GEN_IDX_MODE 173 1 bit 0: Reserved.
1: VSI.
PROT_ACTIVE 172 1 bit Protect is active.

PDU_W16_OFFSET | 171:166 6 bits PDU WORD16 (= 2 bytes) offset from
W16_POP_CNT to Protocol data unit
(PDU).

PDU_TYPE 164:162 3 bits PDU type used to handle OAM, PTP and
SAT.

: None.

: OAM_Y1731.

: OAM_MPLS_TP.

PTP.

:IP4_UDP_PTP.

:IP6_UDP_PTP.

: Reserved.

: SAM_SEQ.

NoO O WN 2O

CL_RSLT 162:147 16 bits Classified MATCH_ID combined from
VCAP CLM and VCAP IS2. Used if the
frame is forwarded to the CPU.

MPLS_TTL 146:139 8 bits TTL value for possible use in MPLS label.

MPLS_SBIT 138 1 bit SBIT of last popped MPLS label. for pos-
sible use in MPLS label.

MPLS_TC 137:135 3 bits TC value for possible use in MPLS label.
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TABLE 2-1: INTERNAL FRAME HEADER FIELDS (CONTINUED)

Field Category Field Name Bit Width Description
DST when FWD.DST_- | TYPE_AFTER_POP |134:133 2 bits 0: ETH - Normal Ethernet header, starting
MODE is ENCAP with DMAC.
1: CW.
First 4 bits:
4: |Pv4 header.
6: IPv6 header.
Others: MPLS CW (see RFC 4385)
2: MPLS. MPLS shim header follows.
W16_POP_CNT 132:128 5 bits Number of WORD16 (= 2 bytes) to be
popped by rewriter, starting from begin-
ning of frame.
DST when FWD.DST - |RSV 191:183 9 bits Reserved field. Must be set to 0.
'V'Og"ff is "L3UC” (only | ERLEG 182:176 | 7 bits Egress router leg.
used for extraction) NEXT_HOP_DMAC |175:128 | 48bits | Nexthop DMAC. Only used for unicast
routing.
DST when FWD.DST_- |RSV 191:152 40 bits Reserved field. Must be set to 0.
MODE is “L3MC” (only || 3MC_GRP_IDX 151:142 10 bits | IP multicast group used for L3 multicast
used for extraction) copies.
ERLEG 141:135 7 bits Egress router leg.
COPY_CNT 134:128 7 bits Number of multicast routed copies. Only
used for multicast routing.
VSTAX 127:48 80 bits VStaX. See Section 2.2.2, "VStaX

Header".
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TABLE 2-1: INTERNAL FRAME HEADER FIELDS (CONTINUED)

Field Category Field Name Bit Width Description
FWD AFI_INJ 47 1 bit Injected into AFI.

RSV 46 1 bit Reserved field. Must be set to 0.
ESO_ISDX- 45 1 bit Controls use of ISDX in ESO key.
_KEY_ENA

RSV 44 1 bit Reserved field. Must be set to 0.

' VSTAX_AVAIL 43 1 bit Received by ANA with valid VSTAX sec-

tion.

Extract: Frame received by ANA with
valid VSTAX section.

Inject: Frame to be forwarded based on
VSTAX section.

UPDATE_FCS 42 1 bit Forces update of FCS.

0: Does not update FCS. FCS is only
updated if frame is modified by hardware.
1: Forces unconditional update of FCS.

RSV 41 1 bit Reserved field. Must be set to 0.
DST_MODE 40:38 3 bits Controls format of IFH.DST.
0: ENCAP

1: L3UC routing
2: L3MC routing
3: INJECT
Others: Reserved

SFLOW_MARKING |37 1 bit Frame forwarded to CPU due to sFlow
sampling. Only valid for extraction.

AGED 36 1 bit Must be set to 0. Set if frame is aged by
QSYS. Only valid for extraction.

RX_MIRROR 35 1 bit Signals that the frame is Rx mirrored.
Only valid for extraction.

MIRROR_PROBE 34:33 2 bits Signals mirror probe for mirrored traffic.
Only valid for extraction.

0: Not mirrored.

1-3: Mirror probe 0-2.

SRC_PORT 32:27 6 bits Physical source port number.
May be set by CPU to non-CPU port
number to masquerade another port.

DO_NOT_REW 26 1 bit Controlled by CPU or
ANA_CL:PORT:QOS_CFG.KEEP_ENA
and prevents the rewriter from making
any changes of frames sent to front ports
when set. Only valid for injection.
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TABLE 2-1:

INTERNAL FRAME HEADER FIELDS (CONTINUED)

Field Category

Field Name

Bit

Width

Description

MISC

PIPELINE_ACT

25:23

3 bits

Pipeline action specifies if a frame is
injected, extracted, or discarded.

: None

2 INJ

- INJ_MASQ

: Reserved

XTR

: XTR_UPMEP

: LBK_ASM

:LBK_QS

NOORWN 2O

PIPELINE_PT

22:18

5 bits

Pipeline point specifies the location
where a frame is injected, extracted, or
discarded.

0: None

1: ANA_VRAP

2: ANA_PORT_VOE
3:ANA_CL

4: ANA_CLM

5: ANA_IPT_PROT

6: ANA_OU_MIP

7: ANA_OU_SW

8: ANA_OU_PROT

9: ANA_OU_VOE

10: ANA_MID_PROT
11: ANA_IN_VOE

12: ANA_IN_PROT
13: ANA_IN_SW

14: ANA_IN_MIP

15: ANA_VLAN

16: ANA_DONE

17: REW_IN_MIP

18: REW_IN_SW

19: RE_IN_VOE

20: REW_OU_VOE
21: REW_OU_SW
22: REW_OU_MIP
23: REW_SAT

24: REW_PORT_VOE
25: REW_VRAP

CPU_MASK

17:10

8 bits

CPU extraction queue mask.

TAGGING

POP_CNT

9:8

2 bits

Controlled by CPU or
ANA_CL:PORT:VLAN_C-
TRL.VLAN_POP_CNT or CLM
VLAN_POP_CNT_ENA and causes the
rewriter to pop the signaled number of
consecutive VLAN tags. If
ENCAP.W16_POP_CNT >0 and
TYPE_AFTER_POP =ETH POP_CNT
applies to inner Ethernet layer.

© 2022 Microchip Technology Inc. and its subsidiaries

DS00004427A-page 29




Jaguar-2

TABLE 2-1: INTERNAL FRAME HEADER FIELDS (CONTINUED)

Field Category Field Name Bit Width Description

QOS TRANSP_DSCP 7 1 bit Controlled by CPU or
ANA_CL:PORT:QOS_CFG.
DSCP_KEEP_ENA and prevents the
rewriter from remapping DSCP values of
frames sent to front ports when set.

UPDATE_DSCP 6 1 bit Controlled by CPU,
ANA_CL:PORT:QOS_CFG DSCP_RE-
WR_MODE_SEL, CLM DSCP_ENA or
ANA_CL:MAP_TBL: SET_C-
TRL.DSCP_ENA and causes the rewriter
to update the frame’s DSCP value with
IFH.QOS.DSCP for frames sent to front
ports when set.

DSCP 5:0 6 bits DSCP value.

The IFH is only used to control the rewriter on front ports or send to CPU. It is not transmitted with the frame. For CPU
ports, the information in the extraction IFH is for reference purposes only.

2.2.2 VSTAX HEADER

When frames are sent to or from the NPI port, or when connecting multiple switches together, an optional VStaX
header is inserted into the frames.

The VStaX header consists of a 10-byte payload and is preceded by 2 bytes for the Microchip EtherType (0x8880).
That is, a total of 12 bytes are inserted into the frame, as shown in the following illustration.

FIGURE 2-4: FRAME WITH VSTAX HEADER

- FCS >
Bit 79 Bit O

0x8880 VStaX Header, bit 79-0
4

Frame

Preamble DMAC SMAC Data

Microchip EtherType

The layout of the 10-byte VStaX header is shown in the following illustration. In VStaX context, each switch in a stack is
termed a unit.
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vstax2_isdx_ena=1 vstax2 _isdx_ena=0
78 78,
COSID T
MUST BE 1 79
76 . 8
75
rsv
ISDX
68 MISC
67
AC
64 _64
1 64
CL_DP 61 b3
60 ™. RSV
SP 59 62
58 oL
CL_QOS
56
INGR_DROP_MODE| 55 QOs
RSV 53 55
52 e RSV 54
53
TTL
48
LRN_MODE Zé GENERAL
FWD_MODE
fwd_gmirror T
fwd_stack ) T 44
fwd llookup fwd_gcpu_all fwd_gcpu_ups fwd_multicast fwd_physical fwd_logical rsv 43
42 RSV 42 RSV 42 RSV 42 RSV 42 |DST_PORT_TYPE|42 42
TTL_KEEP 41 41 41 41 41
40
DST_UPSID DST_UPSID DST_UPSID
RSV
REW_CMD 37 37 37 DST
36 RSV 36 MC_IDX 36 36
35 35
DST_PN DST_PN DST_PN DST_PN
32 32 32 32 32 32 32
31
CL_PCP
29
CL_DEI 28
27
TAG
CL_VID
WAS_TAGGED
TAG_TYPE
INGR_PORT_TYPE —_—12
port_type_intpn port_type_upspn :
[SRC_PORT_TYPE[i1 [SRC_PORT_TYPE|11"] rsv
SRC_ADDR_MODE | 10
__src.nd.port- src_ind_port src_glag
9 9 9 SRC
SRC_UPSID SRC_UPSID
5 5
RSV 4 4 SRC_GLAGID
Two values defined for src_intpn: 3 0
0xf: intpn_dlookup | SRC INTPN SRC_UPSPN
Oxe: intpn_router -
0 0 0
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The following table describes each field in the VStaX header.

TABLE 2-2:
Field Category

Reserved

MISC when
ANA_AC:PS_COM-
MON.VSTAX2_MIS-
C_ISDX_ENA=1
MISC when
ANA_AC:PS_COM-
MON.VSTAX2_MIS-
C_ISDX_ENA=0

VSTAX HEADER FIELDS

Field Name

RSV

COSID

Bit
79

78:76

Width
1 bit

'3 bits

Description

Reserved field. Must be set to 1 when injecting
frames and must be checked on extraction.

Class of service.

ISDX

RSV

75:64

78:68

12 bits

11 bits

Ingress service index.

Reserved field. Must be set to 0 when injecting
frames from CPU and ignored on extraction.

AC

67:64

4 bits

GLAG aggregation code

Reserved

RSV

63:62

2 bits

Reserved field. Must be set to 0.

QOs

CL_DP

60:61

2 bits

Classified drop precedence level.

SP

59

1 bit

Super priority.

Identifies frames to be forwarded between CPUs
of neighboring units, using egress and ingress
super priority queues in the assembler and disas-
sembler.

CL_QOS (IPRIO)

58:56

3 bits

Classified quality of service value (internal prior-
ity).

INGR_DROP _-
MODE

55

1 bit

Congestion management information.
0: Ingress front port is in flow control mode.
1: Ingress front port is in drop mode.

Reserved

RSV

54

1 bit

Reserved field. Must be set to 0.

General

Reserved

RSV
TTL

53
52:48

1 bit

5 bits

Reserved field. Must be set to 0.
Time to live.

LRN_MODE

47

1 bit

0: Normal learning. SMAC and VID of the frame is
subject to learning.

1: Skip learning. Do not learn SMAC and VID of
the frame.

FWD_MODE

RSV

46:44

43

3 bits

1 bit

Forward mode.

Encoding:

0x0: FWD_LLOOKUP: Forward using local lookup
in every unit.

0x1: FWD_LOGICAL: Forward to logical front port
at specific UPS.

0x2: FWD_PHYSICAL: Forward to physical front
port at specific UPS.

0x3: FWD_MULTICAST: Forward to ports part of
multicast group.

0x4: FWD_GMIRROR: Forward to global mirror
port.

0x5: FWD_GCPU_UPS: Forward to GCPU of
specific UPS.

0x6: FWD_GCPU_ALL: Forward to all GCPUs.
0x7: Reserved.

Reserved field. Must be set to 0.

VSTAX.DST when
VSTAX.FWD_MODE
is FWD_LLOOKUP or
FWD_GMIRROR

REW_CMD

42:32

11 bits

VCAP [S2 action REW_CMD.
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TABLE 2-2: VSTAX HEADER FIELDS (CONTINUED)
Field Category Field Name Bit Width Description
VSTAX.DST when DST_PORT_TYPE |42 1 bit Destination port type. Encoding:
VSTAX.FWD_MODE 0: Front port
is FWD_LOGICAL 1: Internal port
DST_UPSID 41:37 5 bits Destination unit port set ID.
DST_PN 36:32 5 bits Logical destination port at unit identified by
dst_upsid.
VSTAX.DST when RSV 42 1 bit Reserved field. Must be set to 0.
_VSF%-F;/:’_IE\)(_S'\I/&DLE DST_UPSID 41:37 | 5bits | Destination unit port set ID.
IS FIVR_ DST PN 36:32 | 5bits | Physical destination port at unit identified by
dst_upsid.
VSTAX.DST when RSV 42 1 bit Reserved field. Must be set to 0.
VSTAX.FWD_MODE MC_IDX 41:32 10 bits | Forward to ports part of this multicast group index.
is FWD_MULTICAST
VSTAX.DST when RSV 42 1 bit Reserved field. Must be set to 0.
YSF%-F&%_S”?JEE DST_UPSID 41:37 | 5bits | Destination unit port set ID.
s - - RSV 36 1 bit Reserved field. Must be set to 0.
DST_PN 35:32 4 bits CPU destination port at unit identified by dst_up-
sid.
VSTAX.DST when RSV 42 1 bit Reserved field. Must be set to 0.
_VSTAX-F(‘;NCD_MODE TTL_KEEP 41 1 bit Special TTL handling used for neighbor discovery.
s FWD_GCPUALL ~ "rgy 40:36  5bits | Reserved field. Must be set to 0.
DST_PN 35:32 4 bits CPU destination port at unit identified by dst_up-
sid.
TAG CL_PCP 31:29 3 bits Classified priority code point value.
CL_DEI 28 1 bit Classified drop eligible indicator value.
CL_VID 27:16 12 bits | Classified VID.
WAS_TAGGED 15 1 bit If set, frame was VLAN-tagged at reception.
TAG_TYPE 14 1 bit Tag type.
0: C-tag (EtherType 0x8100).
1: S-tag (EtherType 0x88A8).
INGR_PORT_- 13:12 2 bits Ingress ports type for private VLANs/Asymmetric
TYPE VLANS.

00: Promiscuous port.
01: Community port.
10: Isolated port.
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TABLE 2-2: VSTAX HEADER FIELDS (CONTINUED)
Field Category Field Name Bit Width Description
SRC SRC_ADDR_- 10 1 bit 0: src_ind_port:

MODE Individual port. Source consists of src_upsid and
src_upspn.
1: src_glag: Source consists of src_glag.

SRC_PORT_TYPE | 11 1 bit Only applicable if src_addr_mode==src_ind_port.
Reserved and must be set to O if src_addr_-
mode==src_glag.
0: port_type_upspn.
1: port_type_intpn.

SRC_UPSID 9:5 5 bits If src_addr_mode = src_ind_port:
ID of stack unit port set, where the frame was ini-
tially received.

SRC_UPSPN 4:0 5 bits If src_addr_mode = src_ind_port and src_port_-
type = port_type_upspn:
Logical port number of the port (on source ups),
where the frame was initially received.

SRC_INTPN 3.0 4 bits If src_addr_mode = src_ind_port and src_port_-
type = port_type_intpn:
Internal port number.

SRC_GLAGID 0 5 bits If src_addr_mode = src_glag:
ID of the GLAG.

2.3

The switch core contains an internal port numbering domain where ports are numbered from 0 through 56. A port con-
nects to a port module, which connects to SERDES macro, which connects to I/O pins on the VCS7438-02,
VSC7464-02, and VSC7468-02 devices. The port modules are DEV1G, DEV2G5, or DEV10G. The interface macros
are SERDES1G, SERDES6G, or SERDES10G.

Some ports are internal to the devices and do not connect to port modules or SERDES macros. For example, internal
ports are used for frame injection and extraction to the CPU queues.

Port Numbering and Mappings

The connections from ports to port modules to interface macros are flexible and depend on configurations of quad
SGMII (QSGMII) modes and 10G modes. This section describes the mappings from port numbers to port modules,
SERDES macros, and I/O pins, as well as the configurations associated with these mappings.

The following table shows the default port numbering and how the ports map to port modules and interface macros.

TABLE 2-3:

DEFAULT PORT NUMBERING AND PORT MAPPINGS

0 DEV1G_0 DEV1G_0 SERDES1G_1
1 DEV1G_1 DEV1G_1 SERDES1G_2
2 DEV1G_2 DEV1G_2 SERDES1G_3
3 DEV1G_3 DEV1G_3 SERDES1G_4
4 DEV1G_4 DEV1G 4 SERDES1G_5
5 DEV1G_5 DEV1G_5 SERDES1G_6
6 DEV1G_6 DEV1G_6 SERDES1G_7
7 DEV1G_7 DEV1G_7 SERDES1G_8
8 DEV2G5 0 DEV2G5 0 DEV2G5 0 SERDES6G_0
9 DEV2G5_1 DEV2G5_1 DEV2G5_1 SERDES6G _1
10 DEV2G5 2 DEV2G5 2 DEV2G5 2 SERDES6G_2
1" DEV2G5_3 DEV2G5_3 DEV2G5_3 SERDES6G_3
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TABLE 2-3:  DEFAULT PORT NUMBERING AND PORT MAPPINGS (CONTINUED)
PortNumber | \CCru3o07 | VeCTAeeoz | VSCTagaws | SERDES Macro

12 DEV2G5_4 DEV2G5_4 DEV2G5_4 SERDES6G_4
13 DEV2G5_5 DEV2G5_5 DEV2G5 5 SERDES6G_5
14 DEV2G5_6 DEV2G5_6 DEV2G5_6 SERDES6G_6
15 DEV2G5_7 DEV2G5_7 DEV2G5_7 SERDES6G_7
16 DEV2G5_8 DEV2G5_8 DEV2G5_8 SERDES6G_8
17 DEV2G5_9 DEV2G5_9 DEV2G5_9 SERDES6G_9
18 DEV2G5_10 DEV2G5_10 DEV2G5_10 SERDES6G_10
19 DEV2G5_11 DEV2G5_11 DEV2G5_11 SERDES6G_11
20 DEV2G5_12 DEV2G5_12 SERDES6G_12
21 DEV2G5_13 DEV2G5_13 SERDES6G_13
22 DEV2G5_14 DEV2G5_14 SERDES6G_14
23 DEV2G5_15 DEV2G5_15 SERDES6G_15
24 DEV2G5_16 DEV2G5_16 DEV2G5_16 SERDES6G_16
25 DEV2G5_17 DEV2G5_17 DEV2G5_17 SERDES6G_17
26 DEV2G5_18 DEV2G5_18 DEV2G5_18 SERDES6G_18
27 DEV2G5_19 DEV2G5_19 DEV2G5_19 SERDES6G_19
28 DEV2G5_20 DEV2G5_20 DEV2G5_20 SERDES6G_20
29 DEV2G5_21 DEV2G5_21 DEV2G5_21 SERDES6G_21
30 DEV2G5_22 DEV2G5_22 DEV2G5_22 SERDES6G_22
31 DEV2G5 23 DEV2G5_23 DEV2G5_23 SERDES6G_23
32 DEV1G_8 No SERDES

33 DEV1G_9 No SERDES

34 DEV1G_10 No SERDES

35 DEV1G_11 No SERDES

36 DEV1G_12 No SERDES

37 DEV1G_13 No SERDES

38 DEV1G_14 No SERDES

39 DEV1G_15 No SERDES

40 DEV1G_16 No SERDES

41 DEV1G_17 No SERDES

42 DEV1G_18 No SERDES

43 DEV1G_19 No SERDES

44 DEV1G_20 No SERDES

45 DEV1G_21 No SERDES

46 DEV1G_22 No SERDES

47 DEV1G_23 No SERDES

48 (NPI) DEV2G5_24 DEV2G5_24 DEV2G5_24 SERDES1G_0
49 DEV10G_0 DEV10G_0 DEV10G_0 SERDES10G_0
50 DEV10G_1 DEV10G_1 DEV10G_1 SERDES10G_1
51 DEV10G_2 DEV10G_2 SERDES10G_2
52 DEV10G_3 DEV10G_3 SERDES10G_3
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TABLE 2-3: DEFAULT PORT NUMBERING AND PORT MAPPINGS (CONTINUED)
53 (CPUO) No port module No port module No port module No SERDES

54 (CPU1) No port module No port module No port module No SERDES

55 (VDO0) No port module No port module No port module No SERDES

56 (VD1) No port module No port module No port module No SERDES

Ports 32 through 47 do not connect to SERDES macros in the default configuration. They are only connected when
QSGMIl is enabled.

Ports 53 through 56 are internal ports are defined as follows:

» Port 53 and port 54: CPU port 0 and 1 (CPUO, CPU1) are used for injection and extraction of frames.
» Port 55: Virtual device 0 (VDO) is used for multicast routing.
* Port 56: Virtual device 1 (VD1) is used for AFI frame injections.

The internal ports do not have associated port modules and interface macros.

2.31 SERDES MACRO TO I/0 PIN MAPPING

The following table shows the fixed mapping from SERDES macros to the device 1/O pins.
TABLE 2-4: SERDES MACRO TO 1/O PIN MAPPING

SERDES Macros
SERDES1G_0 to SERDES1G_8

1/0 Pin Names
S0 _T/RXN, SO_RXP, SO_TXN, SO_TXP -
S8 RXN, S8 RXP, S8_TXN, S8 TXP
S9 RXN, S9 RXP, S9 TXN, S9 TXP -
S32_RXN, S32_RXP, S32_TXN, S32_TXP
S33_RXN, S33_RXP, S33_TXN, S33_TXP -
S36_RXN, S36_RXP, S36_TXN, S36_TXP

SERDES6G_0 to SERDES6G_23

SERDES10G_0 to SERDES10G_3

23.2 SUPPORTED PORT INTERFACES

The devices support a range of physical port interfaces. The following table lists the interfaces supported by the SER-
DES macros, as well as standards, data rates, connectors, medium, and coding for each port interface.

In the functional descriptions, XAUI refers to any of the four-lane 10G modes, and SFI refers to any of the serial 10G
modes, unless noted.

TABLE 2-5: SUPPORTED PORT INTERFACES
© 98
n Nl p
ies  g: Port . . w wl
Port Interface Specification Data Rate Connector | Medium | Coding | o o W
Speed Z 22
W w 5
0 0l g
100BASE-FX | IEEE 802.3, Clause 24 | 100M | 125 Mbps SFP PCB 4B5B X | X |x
SGMII Cisco 1G 1.25 Gbps PCB 8B10B |x |x |x
SFP SFP-MSA 1G 1.25 Gbps SFP PCB 8B10B |x |x |x
1000BASE-KX | IEEE802.3, Clause 70 |1G 1.25 Gbps PCB, 8B10B |x |x |x
back-
plane
2.5G Proprietary (aligned to | 2.5G 3.125 Gbps PCB 8B10B X | X
SFP)
QSGMII Cisco 5G 5 Gbps PCB 8B10B X
XAUI IEEE 802.3, Clause 47 | 10G 4 x 3.125 Gbps PCB, 8B10B
back-
plane
10GBASE-CX4 | IEEE 802.3, Clause 54 | 10G 4 x 3.125 Gbps | XENPAK Cable 8B10B | |x |
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TABLE 2-5: SUPPORTED PORT INTERFACES (CONTINUED)

IEEE 802.3, Clause 52
- LAN

10.3125 Gbps

1x
10.3125 Gbps

n 0
e g: Port . . w wl @
Port Interface Specification Data Rate Connector | Medium | Coding | | | W
Speed Z 2 2
W w E
INZINT
10GBASE-KX4 | |IEEE 803.3, Clause 71 | 10G 4 x 3.125 Gbps PCB, 8B10B X
back-
plane
10GBASE-KR | IEEE 802.3, Clause 72 | 10G 1% 10.3125 Gbp PCB, 64B66B X
s back-
plane
SFP+(SFI) SFF-8431: 10G SFP+ PCB, 64B66B X
Direct Attached Cu 1x cable

2.3.3 QSGMII

Up to 12 of the SERDES6G macros can be configured QSGMII. This is enabled in HSIO::HW_CFG.QSGMII_ENA per
macro. When QSGMII is enabled for a SERDES6G macro, four port modules are associated with the SERDES macro
to form a QSGMII port with four 1G ports. The I/O muxing related to QSGMII is shown in the following illustration.
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FIGURE 2-6:
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SERDES
Macro

' SERDES6G_4

' SERDES6G_5

SERDES6G_6

SERDES6G_7

DEV2G5_3

DEV2G5_4 to

DEV2G5_7

DEV1G_3

DEV1G_4 to

DEVAG_7

DEV2G5 0to
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VSC7468-02

Port Modules
DEV1G 0 to

DEV2G5_3

DEV2G5_4 to

Port Numbers
DEV2G5_7

DEV1G_3

DEV1G_4 to

DEVAG_7

VSC7464-02
DEV2G5_0to

Port Modules
DEV1G 0O to

DEV2G5_3

DEV2G5_4 to

DEV2G5_7

Port Modules
VSC7438-02
DEV2G5 0to

QSGMII CONFIGURATIONS

Port
Numbers
8-11
12-15

4-7

QSGMII
Number

[ Qn: HSIO::HW_CFG.QSGMII_ENA[n], n = 0 - 11

The following table lists which ports, port modules, and SERDES macros are associated with each QSGMII instance
for the devices. Note that when a SERDES block is enabled for QSGMII, the default port connections are removed. For
example, if SERDES6G_4 is enabled for QSGMII, then port modules DEV1G_0 through DEV1G_3 connect to SER-

DES6G_4, and the default connection from port 12 to SERDES6G_4 through DEV2G5_4 is removed.

TABLE 2-6:
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TABLE 2-6: QSGMII CONFIGURATIONS (CONTINUED)
QSGMII Port Port Modules Port Modules Port Modules SERDES
Number | Numbers | VSC7438-02 VSC7464-02 VSC7468-02 Macro
4 16-19 DEV2G5_8 to DEV2G5_8 to DEV2G5_8 to SERDES6G_8
DEV2G5_11 DEV2G5_11 DEV2G5_11
5 20-23 DEV2G5_12to |DEV2G5_12to |SERDES6G_9
DEV2G5_15 DEV2G5_15
6 24-27 DEV2G5_16to |SER-
DEV2G5_19 DES6G_10
7 28-31 DEV2G5_20to |SERDES6G_11
DEV2G5_23
8 32-35 DEV1G_8 to SER-
DEV1G_11 DES6G_12
9 36-39 DEV1G_12to SER-
DEV1G_15 DES6G_13
10 40-43 DEV1G_16to SER-
DEV1G_19 DES6G_14
1 44-47 DEV1G_20 to SER-
DEV1G_23 DES6G_15
234 10G MODES

The 10G ports can be used in four different modes:

* SFImode The 10G port connects to a SERDES10G macro through a DEV10G port module enabling 10G SFI.

* XAUl mode The 10G port connects to four SERDES6G macro through a DEV10G port module enabling four-
lane XAUL.

* 1G/2.5G mode The 10G port connects to a SERDES10G macro through a DEV2G5 port module enabling 1G
and 2.5G port speeds.

The 10G modes are configurable per 10G port through HSIO::HW_CFG. The following illustration shows an overview
of the I/O muxing, associated port modules, and SERDES macros for one of the four 10G ports. The muxing is similar
for the remaining three 10G ports. For more information, see Table 2-7.
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FIGURE 2-7: 10G MUXING
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The following table shows how the 10G ports connect to port modules and to SERDES macros for the different modes.
Note that the XAUI10G mode overrules the default port connections for the associated SERDES6G macros.

TABLE 2-7:  10G MODES

10G Mode | Port Number cgréxgg:;ze ngmz::)lze \F;ggng::g SERDES Macros
SFI 49 DEV10G_0 DEV10G_0 DEV10G_0 SERDES10G_0

50 DEV10G_1 DEV10G_1 DEV10G_1 SERDES10G_1

51 DEV10G_2 DEV10G_2 SERDES10G_2

52 DEV10G_3 DEV10G_3 SERDES10G_3
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TABLE 2-7: 10G MODES (CONTINUED)
Port Module Port Module Port Module
10G Mode | Port Number VSC7438-02 VSC7464-02 VSC7468-02 SERDES Macros
XAUI 49 DEV10G_0 DEV10G_0 DEV10G_0 SERDES6G_16 to
SERDES6G_19
50 DEV10G_1 DEV10G_1 DEV10G_1 SERDES6G_20 to
SERDES6G_23
51 DEV10G_2 DEV10G_2 SERDES6G_8 to SER-
DES6G_11
52 DEV10G_3 DEV10G_3 SERDES6G_12 to
SERDES6G_15
1G/2.5G 49 DEV2G5_25 DEV2G5 25 DEV2G5_25 SERDES10G_0
50 DEV2G5_26 DEV2G5 26 DEV2G5_26 SERDES10G_1
51 DEV2G5 27 DEV2G5 27 SERDES10G_2
52 DEV2G5_28 DEV2G5_28 SERDES10G_3

For more information about the mapping from SERDES macros to I/O pins, see Section 2.3.1, "SERDES Macro to 1/0
Pin Mapping".

2.3.5 VSC7438-02 PORT NUMBERING AND PORT MAPPINGS

VSC7438-02 has the following I/0 constraints that must be obeyed when selecting port configurations:

* Maximum of 14 ports excluding the 1G NPI port
* Maximum of 32 Gbps total bandwidth excluding the 1G NPI port
* Maximum of 12 x 2.5G ports

The following table lists the available ports, port modules, and SERDES macros for VSC7438-02.

TABLE 2-8: VSC7438-02 PORT NUMBERING AND PORT MAPPINGS
Port Port Modules SERDES Macros Comments
Numbers
8-19 DEV2G5_0 to DEV2G5_11 SERDES6G_0 to SERDES6G_11 | 1G or 2.5G ports.
QSGMII can be enabled for SER-
DES6G_6 to SERDES6G_S8.
48 DEV2G5_24 SERDES1G_0 1G NPI port.
49-50 DEV10G_0 to DEV10G_1 SERDES10G_0 to SER- 10G ports used in SFI mode.
DES10G_1
DEV10G_0 to DEV10G_1 SERDES6G_16 to SER- 10G ports used in XAUI mode.
DES6G_23
DEV2G5_25 to DEV2G5_26 |SERDES10G_0 to SER- 10G ports used in 1G/2.5G mode.
DES10G_1
53-54 No port module No port module CPU ports.
55 No port module No port module Virtual device 0 used for IP multi-
casting.
56 No port module No port module Virtual device 1 used for AFI frame
injections.
2.3.6 VSC7464-02 PORT NUMBERING AND PORT MAPPINGS

VSC7464-02 has the following I/O constraints that must be obeyed when selecting port configurations:

* Maximum of 26 ports excluding the 1G NPI port.
* Maximum of 52 Gbps total bandwidth excluding the 1G NPI port.
* Maximum of 16 x 2.5G ports.
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The following table lists the available ports, port modules, and SERDES macros for VSC7464-02.

TABLE 2-9: VSC7464-02 PORT NUMBERING AND PORT MAPPINGS
Port Port Modules SERDES Macros Comments
Numbers
0-7 DEV1G_0 to DEV1G_7 SERDES1G_1 to SERDES1G_8 1G ports.
8-23 DEV2G5_0 to DEV2G5_15 SERDES6G_0 to SERDES6G_15 | 1G or 2.5G ports.
QSGMII can be enabled for SER-
DES6G_4 through SERDES6G_9.
48 DEV2G5_24 SERDES1G_0 1G NPI port.
49-50 DEV10G_0 to DEV10G_1 SERDES10G_0 to SERDES10G_1 | 10G ports used in SFI mode.
DEV10G_0 to DEV10G_1 SERDES6G_16 to SERDES6G_23 | 10G ports used in XAUI mode.
DEV2G5_25 to DEV2G5_26 |SERDES10G_0 to SERDES10G_1 | 10G ports used in 1G/2.5G mode.
51-52 DEV10G_2 to DEV10G_3 SERDES10G_2 to SERDES10G_3 | 10G ports used in SFI mode.
DEV10G_2 to DEV10G_3 SERDES6G_8 to SERDES6G_15 | 10G ports used in XAUI mode.
DEV2G5_ 27 to DEV2G5_28 |SERDES10G_2 to SERDES10G_3 | 10G ports used in 1G/2.5G mode.
53-54 No port module No port module CPU ports.
55 No port module No port module Virtual device 0 used for IP multi-
casting.
56 No port module No port module Virtual device 1 used for AFI frame
injections.
2.3.7 VSC7468-02 PORT NUMBERING AND PORT MAPPINGS

VSC7468-02 has a maximum of 80 Gbps total bandwidth, excluding the 1G NPI port. This I/O constraint must be

obeyed when selecting port configurations:

The following table lists the available ports, port modules, and SERDES macros for VSC7468-02.

TABLE 2-10: VSC7468-02 PORT NUMBERING AND PORT MAPPINGS
Port Port Modules SERDES Macros Comments
Numbers

0-7 DEV1G_0 to DEV1G_7 SERDES1G_1 to SERDES1G_8 1G ports.

8-31 DEV2G5_0 to DEV2G5_23 SERDES6G_0 to SERDES6G_23 | 1G or 2.5G ports.

All 24 ports can be used for 2.5G.
QSGMII can be enabled for SER-
DES6G_4 to SERDES6G_15.

32-47 DEV1G_8 to DEV1G_23 1G ports used when QSGMII is

enabled.

48 DEV2G5_24 SERDES1G_0 1G NPI port.

49-50 DEV10G_0 to DEV10G_1 SERDES10G_0 to SERDES10G_1 | 10G ports used in SFI mode.
DEV10G_0 to DEV10G_1 SERDES6G_16 to SERDES6G_23 | 10G ports used in XAUI mode.
DEV2G5_ 25 to DEV2G5_26 | SERDES10G_0 to SERDES10G_1 | 10G ports used in 1G/2.5G mode.

51-52 DEV10G_2 to DEV10G_3 SERDES10G_2 to SERDES10G_3 | 10G ports used in SFI mode.
DEV10G_2 to DEV10G_3 SERDES6G_8 to SERDES6G_15 | 10G ports used in XAUI mode.
DEV2G5_27 to DEV2G5_28 | SERDES10G_2 to SERDES10G_3 | 10G ports used in 1G/2.5G mode.

53-54 No port module No port module CPU ports.

55 No port module No port module Virtual device 0 used for IP multi-

casting.

56 No port module No port module Virtual device 1 used for AFI frame

injections.
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2.3.8 LOGICAL PORT NUMBERS

In many instances, the analyzer and the rewriter use a logical port number. For example, when link aggregation is
enabled, all ports within a link aggregation group must be configured to use the physical port number of the port with
the lowest port number within the group as logical port group ID. The mapping to a logical port number is configured in
ANA_CL:PORT:PORT_ID_CFG.LPORT_NUM and REW::PORT_CTRL.ESO_LPORT_NUM.

2.3.9 SERDES1G

The SERDES1G is a high-speed SerDes interface that can operate at 1.25 Gbps (SGMII/SerDes, 1000BASE-KX). In
addition, 100 Mbps (100BASE-FX) is supported by oversampling.

The SERDES1G supports the configuration of several parameters for increased performance in the specific applica-
tion environment. The features include:

» Baudrate support 1.25 Gbps

» Programmable loop bandwidth and phase regulation behavior for clock and data recovery unit (CDR)

* Input buffer (IB) and output buffer (OB) configurations supporting:
IB Signal Detect/Loss of Signal (LOS) options
IB equalization (including corner frequency configuration)
OB selectable de-emphasis
OB amplitude drive levels
OB slew rate control

2.4 SERDES6G

The SERDESG6G is a high-speed SerDes interface, which can operate at the following data rates.

* 1.25 Gbps (SGMII/SerDes 1000BASE-KX)

+ 2.5 Gbps

» 3.125 Gbps (SerDes-lane-bitrate of a multilane aggregate; for example, XAUI, 10GBASE-KX4, or 10GBASE-CX4)
* 5 Gbps (QSGMII)

* 100 Mbps (100BASE-FX) is supported by oversampling.

The SERDES6G supports the configuration of several parameters for increased performance in the specific applica-
tion environment. Features include:

» Configurable baud rate support from 1.25 Gbps to 5 Gbps.

» Programmable loop bandwidth and phase regulation behavior for clock and data recovery unit (CDR)

» Phase-synchronization of transmitter when used in multilane aggregates for low skew between lanes

* Input buffer (IB) and output buffer (OB) configurations supporting:
IB signal detect and loss of signal (LOS) options
IB adaptive equalization
OB programmable de-emphasis, 3 taps
OB amplitude drive levels
OB slew rate control

» Loopbacks for system diagnostics

2.5 SERDES10G

The SERDES10G is a high-speed SERDES interface, which can operate from 1.25 Gbps up to 11.5 Gbps. Due to its
frequency synthesizer any data rate between the limits above are supported. 100 Mbps (100MBASE-FX) is supported
by oversampling.

The SERDES10G supports the configuration of several parameters for increased performance in the specific applica-
tion environment. The features include:

» Configurable baud rate support from 1.25 Gbps to 11.5 Gbps

» Programmable CDR loop filter bandwidth and phase regulation behavior for receiver

* Programmabile offset and phase adjustment of sampling stage

» Transmitter to receiver synchronization including programmabile jitter filtering/attenuation (< 0.01 Hz)

« 1/O buffer configurations supporting:
IB signal detect and loss of signal (LOS) options
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IB adaptive equalization with high performance CTLE and 4-tap DFE
OB programmable de-emphasis, 3 taps

OB configurable amplitude drive levels

OB supply options (1.0 V or 1.2 V) for optimized drive strength

OB slew rate control

» Loopbacks for system diagnostics

2.6 DEV1G and DEV2G5 Port Modules

The DEV1G and DEV2G5 port modules are essentially the same with identical configurations. The only difference is
the bandwidth of the bus connecting the port module to the assembler. A DEV2G5 port module can forward data at
2.5 Gbps while the DEV1G port module can forward data at 1 Gbps. The bandwidth of the port module is configured in
the SERDES macro connecting to the port module.

2.6.1 MAC

This section describes the high level functions and configuration options of the Media Access controller (MAC) used in
the DEV1G and DEV2G5 port modules.

The DEV1G MAC supports 10/100/1000 Mbps in full-duplex mode and 10/100 Mbps in half-duplex mode.
For the DEV2G5 MAC, the supported speeds and duplex modes depend on the following associated SERDES macro:

+ SERDES1G: 10/100/1000 Mbps in full-duplex mode and 10/100 Mbps in half-duplex mode.

+ SERDES6G: 10/100/1000/2500 Mbps in full-duplex mode and 10/100 Mbps in half-duplex mode.

+ SERDES10G: 10/100/1000/2500 Mbps in full-duplex mode and 10/100 Mbps in half-duplex mode.
The following table lists the registers associated with configuring the MAC.

TABLE 2-11: DEV1G AND DEV2G5 MAC CONFIGURATION REGISTERS OVERVIEW

Register Description Replication
MAC_ENA CFG Enabling of Rx and Tx data paths Per port module
MAC_MODE_CFG Port mode configuration Per port module
MAC_MAXLEN_CFG Maximum length configuration Per port module
MAC_TAGS_CFG VLAN/service tag configuration Per port module
MAC_TAGS_CFG2 VLAN/service tag configuration 2 Per port module
MAC_ADV_CHK_CFG Configuration to enable dropping of Type/Length error frames Per port module
MAC_IFG_CFG Inter-frame gap configuration Per port module
MAC_HDX_CFG Half-duplex configuration Per port module
MAC_STICKY Sticky bit recordings Per port module

2.6.1.1 Clock and Reset

There are a number of resets in the port module. All the resets can be set and cleared simultaneously. By default, all
blocks are in the reset state. With reference to DEV_RST_CTRL register, the resets are as listed in the following table.

TABLE 2-12: DEV1G AND DEV2G5 RESET
Register.Field Description

DEV_RST_CTRL.MAC_RX_RST |Reset MAC receiver
DEV_RST_CTRL.MAC_TX_RST |Reset MAC transmitter
DEV_RST _CTRL.PCS_RX RST Reset PCS receiver
DEV_RST_CTRL.PCS_TX_RST Reset PCS transmitter
When changing the MAC configuration, the port must go through a reset cycle. This is done by writing register

DEV_RST_CTRL twice. On the first write, the reset bits are set. On the second write, the reset bits are cleared. The
non-reset field DEV_RST_CTRL.SPEED_SEL must keep its new value for both writes.
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2.6.1.2 Interrupts

The following table lists the eight interrupt sources defined for DEV1G and DEV2G5 port modules. For more informa-
tion about general interrupt handling, see Section 3.8.13, "Interrupt Controller".

TABLE 2-13: DEV1G AND DEV2G5 INTERRUPT SOURCES REGISTER OVERVIEW

Register.Field Description
DEV1G_INTR.FEF_FOUND_INTR_STICKY Far-end-fault indication found
DEV1G_INTR.TX_LPI_INTR_STICKY Low power idle transmit interrupt
DEV1G_INTR.RX_LPI_INTR_STICKY Low power idle receive interrupt

DEV1G_INTR.AN_PAGE_RX_INTR_STICKY New page event received by ANEG
DEV1G_INTR.AN_LINK_UP_INTR_STICKY ANEG - Link status has changed to up
DEV1G_INTR.AN_LINK_DWN_INTR_STICKY | ANEG - Link status has changed to down
DEV1G_INTR.LINK_UP_INTR_STICKY Link status is up

DEV1G_INTR. LINK_DWN_INTR_STICKY Link status is down

2.6.1.3 Port Mode Configuration

The MAC provides a number of handles for configuring the port mode. With reference to the MAC_MODE_CFG,
MAC_IFG_CFG, and MAC_ENA_CFG registers, the handles are as listed in the following table.

TABLE 2-14: DEV1G AND DEV2G5 PORT MODE CONFIGURATION REGISTERS OVERVIEW

Register.Field Description
MAC_MODE_CFG.FDX_ENA Enables full-duplex mode
MAC_ENA_CFG.RX_ENA Enables MAC receiver module
MAC_ENA CFG.TX_ENA Enables MAC transmitter module
MAC_IFG_CFG.TX_IFG Adjusts inter frame gap in Tx direction
DEV_RST_CTRL.SPEED_SEL Configures port speed and data rate

Clearing MAC_ENA_CFG.RX_ENA stops the reception of frames and further frames are discarded. An ongoing frame
reception is interrupted.

Clearing MAC_ENA_CFG.TX_ENA stops the dequeueing of frames from the egress queues, which means that frames
are held back in the egress queues. An ongoing frame transmission is completed.

TX inter-frame gap (MAC_IFG_CFG.TX_IFG) must be set according to selected speed and mode to achieve 12 bytes
IFG.

26.2 HALF-DUPLEX MODE
The following special configuration options are available for half-duplex (HDX) mode.

» Seed for back-off randomizer MAC_HDX_CFG.SEED seeds the randomizer used by the back-off algorithm.
Use MAC_HDX_CFG.SEED_LOAD to load a new seed value.

* Retransmission of frame after excessive collision MAC_HDX_ CFG.RETRY_AFTER_EXC_COL_ENA deter-
mines whether the MAC retransmits frames after an excessive collision has occurred. If set, a frame is not
dropped after excessive collisions, but the back-off sequence is restarted. This is a violation of IEEE 802.3, but is
useful in non-dropping half-duplex flow control operation.

» Late collision timing Field MAC_HDX_CFG.LATE_COL_POS adjusts the border between a collision and a late
collision in steps of 1 byte. According to IEEE 802.3, section 21.3, this border is permitted to be on data byte 56
(counting frame data from 1); that is, a frame experiencing a collision on data byte 55 is always retransmitted, but
it is never retransmitted when the collision is on byte 57. For each higher LATE_COL_POS value, the border is
moved 1 byte higher.

* Rx-to-Tx inter-frame gap The sum of Fields MAC_IFG_CFG.RX_IFG1 and MAC_IFG_CFG.RX_IFG2 estab-
lishes the time for the Rx-to-Tx inter-frame gap. RX_IFG1 is the first part of half-duplex Rx-to-Tx inter-frame gap.
Within RX_IFG1, this timing is restarted if carrier sense (CRS) has multiple high-low transitions (due to noise).
RX_IFG2 is the second part of half-duplex Rx-to-Tx inter-frame gap. Within RX_IFG2, transitions on CRS are
ignored.
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2.6.2.1 Type/Length Check

The MAC supports frame lengths of up to 14,000 bytes. The maximum frame accepted by the MAC is configurable and
defined in MAC_MAXLEN_CFG.MAX_LEN.

The MAC allows 1/2/3 tagged frames to be 4/8/12 bytes longer respectively, than the specified maximum length, with
MAC_TAGS_CFG.VLAN_LEN_AWR_ENA. The MAC must be configured to look for VLAN tags
(MAC_TAGS_CFG.VLAN_AWR_ENA). By default, EtherType 0x8100 and 0x88A8 are identified as VLAN tags. In
addition, three custom EtherTypes can be configured by MAC_TAGS_CFG.TAG_ID, MAC_TAGS_CFG2.TAG_ID2,
and MAC_TAGS_CFG2.TAG_ID3.

If a received frame exceeds the maximum length, the frame is truncated and marked as aborted.

The MAC can drop frames with in-range and out-of-range length errors by enabling MAC_ADV_CHK_CFG.LEN_-
DROP_ENA.

2.6.3 PHYSICAL CODING SUBLAYER (PCS)

This section provides information about the Physical Coding Sublayer (PCS) block, where the auto-negotiation pro-
cess establishes mode of operation for a link. The PCS supports an SGMII mode and two SerDes modes, 1000BASE-
X and 100BASE-FX.

The following table lists the registers associated with the PCS.

TABLE 2-15: DEV1G AND DEV2G5 PCS CONFIGURATION REGISTERS OVERVIEW

Register Description Replication
PCS1G_CFG PCS configuration Per PCS
PCS1G_MODE_CFG PCS mode configuration Per PCS
PCS1G_SD_CFG Signal Detect configuration Per PCS
PCS1G_ANEG_CFG Auto-negotiation configuration register Per PCS
PCS1G_ANEG_NP_CFG Auto-negotiation next page configuration Per PCS
PCS1G_LB_CFG Loopback configuration Per PCS
PCS1G_ANEG_STATUS Status signaling of PCS auto-negotiation process Per PCS
PCS1G_ANEG_NP_STATUS | Status signaling of the PCS auto-negotiation next page process Per PCS
PCS1G_LINK_STATUS Link status Per PCS
PCS1G_LINK_DOWN_CNT Link down counter Per PCS
PCS1G_STICKY Sticky bit register Per PCS

The PCS is enabled in PCS1G_CFG.PCS_ENA and PCS1G_MODE_CFG.SGMII_MODE_ENA selects between the
SGMII and SerDes mode. For information about enabling 100BASE-FX, see 100BASE-FX.

The PCS supports the IEEE 802.3, Clause 66 unidirectional mode, where the transmission of data is independent of
the state of the receive link (PCS1G_MODE_CFG.UNIDIR_MODE_ENA).

2.6.3.1 Auto-Negotiation

Auto-negotiation is enabled with PCS1G_ANEG_CFG.ANEG_ENA. To restart the auto-negotiation process,
PCS1G_ANEG_CFG.ANEG_RESTART_ONE_SHOT must be set.

In SGMIl mode (PCS1G_MODE_CFG.SGMII_MODE_ENA = 1), matching the duplex mode with the link partner must
be ignored (PCS1G_ANEG_CFG.SW_RESOLVE_ENA). Otherwise the link is kept down when the auto-negotiation
process fails.

The advertised word for the auto-negotiation process (base page) is configured in PCS1G_ANEG_CFG.ADV_ABILITY.
The next page information is configured in PCS1G_ANEG_NP_CFG.NP_TX.

When the auto-negotiation state machine has exchanged base page abilities, the PCS1G_ANEG_STA-
TUS.PAGE_RX_STICKY is asserted indicating that the link partner’s abilities were received (PCS1G_ANEG_STA-
TUS.LP_ADV_ABILITY).

If next page information need to be exchanged (only available in SerDes model, that is,
PCS1G_MODE_CFG.SGMII_MODE_ENA = 0), PAGE_RX_STICKY must be cleared, next page abilities must be writ-
ten to PCS1G_ANEG_NP_CFG.NP_TX, and PCS1G_ANEG_NP_CFG.NP_LOADED_ONE_SHOT must be set.
When the auto-negotiation state machine has exchanged the next page abilities, the PCS1G_ANEG_STA-
TUS.PAGE_RX_STICKY is asserted again indicating that the link partner’s next page abilities were received

DS00004427A-page 46 © 2022 Microchip Technology Inc. and its subsidiaries



Jaguar-2

(PCS1G_ANEG_STATUS.LP_NP_RX). Additional exchanges of next page information are possible using the same
procedure.

Next page engagement is coded in bit 15 of Base Page of Next page information.

After the last next page has been received, the auto-negotiation state machine enters the IDLE_DETECT state, and
the PCS1G_ANEG_STATUS.PR bit is set indicating that ability information exchange (base page and possible next
pages) has finished and software can now resolve priority. Appropriate actions, such as Rx or Tx reset or auto-negoti-
ation restart, can then be taken based on the negotiated abilities. The LINK_OK state is reached one link timer period
later.

When the auto-negotiation process reached the LINK_OK state, PCS1G_ANEG_STATUS.ANEG_COMPLETE is
asserted.

2.6.3.2 Link Surveillance

The current link status can be observed through PCS1G_LINK_STATUS.LINK_STATUS. The LINK_STATUS is
defined as either the PCS synchronization state or as bit 15 of PCS1G_ANEG_STATUS.LP_ADV_ABILITY, which car-
ries information about the link status in SGMII mode.

Link down is defined as the auto-negotiation state machine being in neither the AN_DISABLE_LINK_OK state nor the
LINK_OK state for one link timer period. If a link down event occurred, PCS1G_STICKY.LINK_DOWN_STICKY is set
and PCS1G_LINK_DOWN_CNT is incremented. In SGMII mode, the link timer period is 1.6 ms, whereas in SerDes
mode, the link timer period is 10 ms.

The PCS synchronization state can be observed through PCS1G_LINK_STATUS.SYNC_STATUS. Synchronization is
lost when the PCS is not able to recover and decode data received from the attached serial link.

2.6.3.3 Signal Detect

The PCS can be enabled to react to loss of signal through signal detect (PCS1G_SD_CFG.SD_ENA). Upon loss of
signal, the PCS Rx state machine is restarted, and frame reception stops. If signal detect is disabled, no action is taken
upon loss of signal. The polarity of signal detect is configurable in PCS1G_SD_CFG.SD_POL.

The source of signal detect is selected in PCS1G_SD_CFG.SD_SEL to either the SerDes PMA or the PMD receiver. If
the SerDes PMA is used as source, the SerDes macro provides the signal detect. If the PMD receiver is used as
source, signal detect is sampled externally through one of the GPIO pins on the VCS7438-02, VSC7464-02, and
VSC7468-02 devices. For more information about the configuration of the GPIOs and signal detect, see Section
2.7.2.2, "Link Surveillance".

PCS1G_LINK_STATUS.SIGNAL_DETECT contains the current value of the signal detect input.

26.34 Tx Loopback

For debug purposes, the Tx data path in the PCS can be looped back into the Rx data path. This is enabled through
PCS1G_LB_CFG.TBI_HOST_LB_ENA.

2.6.3.5 Test Patterns

The following table lists the DEV1G and DEV2GS5 registers associated with configuring test patterns.
TABLE 2-16: DEV1G AND DEV2G5 PCS TEST PATTERN CONFIGURATION REGISTERS

Register Description Replication
PCS1G_TSTPAT_MODE_CFG | Test pattern configuration Per PCS
PCS1G_TSTPAT_STATUS Test pattern status Per PCS

PCS1G_TSTPAT_MODE_CFG.JTP_SEL overwrites normal operation of the PCS and enables generation of jitter test
patterns for debug. The jitter test patterns are defined in IEEE 802.3, Annex 36A. The following patterns are supported.
+ High frequency test pattern

* Low frequency test pattern

» Mixed frequency test pattern

« Continuous random test pattern with long frames

« Continuous random test pattern with short frames

The PCS1G_TSTPAT_MODE_STATUS register holds information about error and lock conditions while running the jit-
ter test patterns.
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2.6.3.6 Low Power Idle

The following table lists the registers associated with Energy Efficient Ethernet (EEE) configuration and status in PCS.
TABLE 2-17: DEV1G AND DEV2G5 PCS EEE CONFIGURATION REGISTERS OVERVIEW

Register Description Replication
PCS1G_LPI_CFG Configuration of the PCS low power idle process |Per PCS
PCS1G_LPI_WAKE_ERROR_CNT | Wake error counter Per PCS
PCS1G_LPI_STATUS Low power idle status Per PCS

The PCS supports Energy Efficient Ethernet (EEE) as defined by IEEE 802.3az. The PCS converts low power idle
(LPI) encoding between the MAC and the serial interface transparently. In addition, the PCS provides control signals to
stop data transmission in the SerDes macro. During low power idles, the serial transmitter in the SerDes macro can be
powered down, only interrupted periodically while transmitting refresh information, which allows the receiver to notice
that the link is still up but in power-down mode.

For more information about powering down the serial transmitter in the SerDes macro, see Section 2.3.9, "SER-
DES1G" or Section 2.4, "SERDES6G".

It is not necessary to enable the PCS for EEE, because it is controlled indirectly by the shared queue system. It is pos-
sible, however, to manually force the PCS into the low power idle mode through PCS1G_LPI_CFG.TX_ASSERT_LPI-
DLE. During LPI mode, the PCS constantly encodes low power idle with periodical refreshes. For more information
about EEE, see Section 2.32, "Energy Efficient Ethernet".

The current low power idle state can be observed through PCS1G_LPI_STATUS for both receiver and transmitter:

* RX_LPI_MODE: Set if the receiver is in low power idle mode.

* RX_QUIET: Set if the receiver is in the quiet state of the low power idle mode. If cleared while RX_LPI_MODE is
set, the receiver is in the refresh state of the low power idle mode.

The same is observable for the transmitter through TX_LPI_MODE and TX_QUIET.

If an LPI symbol is received, the RX_LPI_EVENT_STICKY bit is set, and if an LPI symbol is transmitted, the
TX_LPI_EVENT_STICKY bit is set. These events are sticky.

The PCS1G_LPI_WAKE_ERROR_CNT wake-up error counter increments when the receiver detects a signal and the
PCS is not synchronized. This can happen when the transmitter fails to observe the wake-up time or if the receiver is
not able to synchronize in time.

2.6.3.7 100BASE-FX

The following table lists the registers associated with 100BASE-FX.
TABLE 2-18: DEV1G AND DEV2G5 100BASE-FX CONFIGURATION REGISTERS OVERVIEW

Register Description Replication
PCS_FX100_CFG Configuration of the PCS 100BASE-FX mode Per PCS
PCS_FX100_STATUS Status of the PCS 100BASE-FX mode Per PCS

The PCS supports a 100BASE-FX mode in addition to the SGMIl and 1000BASE-X SerDes modes. The 100BASE-X
mode uses 4-bit/5-bit coding as specified in IEEE 802.3, Clause 24 for fiber connections. The 100BASE-FX mode is
enabled through PCS_FX100_CFG.PCS_ENA, which masks out all PCS1G related registers.

The following options are available.

» Far-End Fault facility: In 100BASE-FX, the PCS supports the optional Far-End Fault facility. Both Far-End Fault
Generation (PCS_FX100_CFG.FEFGEN_ENA) and Far-End Fault Detection (PCS_FX100_CFG.FEFCHK_ENA)
are supported. A Far-End Fault incident is recorded in PCS_FX100_STATUS.FEF_FOUND.

» Signal Detect: 100BASE-FX has a similar signal detect scheme as of the SGMIl and SERDES modes. For
100BASE-FX, PCS_FX100_CFG.SD_ENA enables signal detect, and PCS_FX100_CFG.SD_SEL selects the
input source. The current status of the signal detect input can be observed through PCS_FX100_STATUS.SIG-
NAL_DETECT. For more information about signal detect, see Section 2.6.3.3, "Signal Detect".

* Link Surveillance: The PCS synchronization status can be observed through PCS_FX100_STATUS.SYNC_STA-
TUS. When synchronization is lost the link breaks and PCS_FX100_STATUS.SYNC_LOST_STICKY is set. The
PCS continuously tries to recover the link.

* Unidirectional mode: 100BASE-FX has a similar unidirectional mode as for the SGMII and SerDes modes,
enabled through PCS_FX100_CFG.UNIDIR_MODE_ENA.
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2.6.4 PORT STATISTICS

Port statistics for DEV1G and DEV2G5 port modules are collected in the assembler and is accessed through registers
in the assembler.

2.7 DEV10G Port Module

The DEV10G port module can be used in the full-duplex operation modes listed in the following table.
TABLE 2-19: DEV10G OPERATION MODES

Lane IPG
. PCS . Preamble Data Payload
Mode Speed | Lanes | Encoding Used Shrink Shrink Bandwidth = Bandwidth? Comment
(Gbps) (Avg)

XAUI 3.125 4 8b/10b PCS |No No 10 Gbps 10 Gbps Standard
XAUI XAUI

10G 3.125 4 8b/10b PCS |5 bytes |7 bytes >10 Gbps 10 Gbps Microchip

stacking XAUI only

SFI 10.3125 |1 64b/66b PCS |No No 10 Gbps 10 Gbps Standard
SFI SFI

1. Compensated for stacking header.

2.71 MAC

This section describes the high level functions and the configuration options of the Media Access Controller (MAC) that
is used in the DEV10G port modules.

The following table lists the registers associated with configuring the DEV10G MAC.
TABLE 2-20: DEV10G MAC CONFIGURATION REGISTERS OVERVIEW

Register Description Replication
MAC_ENA_CFG Enables of Rx and Tx data paths Per port
MAC_MODE_CFG Port mode configuration Per port
MAC_MAXLEN_CFG Maximum length configuration Per port
MAC_NUM_TAGS_CFG | Number of tags configuration Per port
MAC_TAGS_CFG VLAN/service tag configuration Three per port
MAC_ADV_CHK_CFG Advance Check Feature configuration | Per port
MAC_LFS_CFG Link Fault Signaling configuration Per port
MAC LB _CFG Loopback configuration Per port
MAC_STICKY Sticky bit recordings Per port

2.7.11 Clock and Reset

There are a number of synchronous resets in the DEV10G port module. All of the resets can be set and cleared simul-
taneously. By default, all blocks are in the reset state (reset active). The following tables lists all available resets.

TABLE 2-21: DEV10G RESET REGISTERS OVERVIEW
Target::Register.Field Description
DEV10G::DEV_RST_CTRL.MAC_RX- Resets MAC receiver
_RST
DEV10G::DEV_RST_CTRL.MAC_TX_ RST |Resets MAC transmitter
DEV10G::DEV_RST_CTRL.PCS_RX_RST | Resets PCS receiver
DEV10G::DEV_RST_CTRL.PCS_TX_RST | Resets PCS transmitter
When changing the MAC configuration, the port must go through a reset cycle. This is done by writing the register

DEV10G::DEV_RST_CTRL twice. On the first write, all reset bits must be set to active (0x1). On the second write,
reset bits are cleared (0x0). Non-reset bits in DEV10G::DEV_RST_CTRL must keep their value for both writes.
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2712 Interrupts

The following table lists the five interrupt sources defined for DEV10G port module. For more information about gen-
eral interrupt handling, see Section 3.8.13, "Interrupt Controller".

TABLE 2-22: DEV10G INTERRUPT SOURCES REGISTERS OVERVIEW

Target::Register.Field Description
DEV10G:INTR. PCS_BR_INTR One of the Base-R PCS interrupt indications is active
DEV10G:INTR.TX_LPI_INTR TX low power idle mode has changed
DEV10G:INTR.RX_LPI_INTR RX low power idle mode has changed

DEV10G:INTR.LINK_UP_INTR Link status is up
DEV10G::INTR. LINK_DWN_INTR |Link status is down
All the sticky events in SFI PCS can generate an interrupt if their corresponding interrupt mask is set to 1. The follow-

ing table lists the interrupt registers that are used for interrupt generation if corresponding event bit is set from
10GBASE-R PCS (or SFI PCS).

TABLE 2-23: DEV10G BASE-R PCS INTERRUPT SOURCES REGISTERS OVERVIEW

Interrupt Mask Register Interrupt Register Sticky Bit Replication
PCS_INTR_MASK SFI PCS sticky bits Per PCS
KR_FEC_STICKY_MASK KR FEC sticky bits Per PCS
EEE_INTR_MASK SFI PCS EEE sticky bits Per PCS

2713 Port Mode Configuration

The MAC provides a number of handles for configuring the port mode. The following table lists the associated regis-
ters.

TABLE 2-24: DEV10G PORT MODE CONFIGURATION REGISTERS OVERVIEW

Target::Register.Field Description

DEV10G::DEV_RST_CTRL.SPEED_SEL Configures MAC and PCS Rx/Tx clock frequencies.

4: XAU 10 Gbps.

6: Both MAC and PCS Rx/Tx clocks are disabled.

7: SF1 10 Gbps.

Unused values are reserved.
DEV10G::MAC_ENA_CFG.RX_ENA Enable MAC receiver module.
DEV10G::MAC_ENA CFG.TX_ENA Enable MAC transmitter module.
DEV10G::MAC_MODE_CFG.TUNNEL_PAUSE_FRAMES Enable tunneling of pause frames on a link.
DEV10G::MAC_MODE_CFG.MAC_PREAMBLE_CFG Preamble format configuration.
DEV10G::MAC_MODE_CFG.MAC_IPG_CFG IPG format configuration.
DEV10G::MAC_MODE_CFG. HIH_CRC_CHECK Enable check for HiH checksum.

2714 Type/Length Check

The MAC supports frame lengths of up to 14,000 bytes. The maximum frame accepted by the MAC is configurable and
defined in DEV10G::MAC_MAXLEN_CFG.MAX_LEN. Maximum length is automatically adjusted if one or more tags
are included in the current frame. The MAC allows 1/2/3 tagged frames to be 4/8/12 bytes longer respectively, than the
specified maximum length. DEV10G::MAC_MAXLEN_CFG.MAX_LEN_TAG_CHK configures whether the max Length
check takes the number of tags into consideration.

A number of tags can be selected by DEV10G::MAC_NUM_TAGS_CFG.NUM_TAGS. By default, EtherType 0x8100
and O0x88AS8 are identified as VLAN tags. In addition, three custom EtherTypes can be configured by
MAC_TAGS_CFG.TAG_ID.

If a received frame exceeds the maximum length, the frame is truncated and marked as aborted.

The MAC can drop the frames with length (in-range and out-of-range) errors by enabling MAC_ADV_CH-
K_CFG.INR_ERR_ENA and MAC_ADV_CHK_CFG.OOR_ERR_ENA.
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There are also other checks available that can be enabled based on configurations listed in the following table.
TABLE 2-25: DEV10G PORT MODULE ADVANCE CHECKS CONFIGURATION REGISTERS
Target::Register.Field Description
DEV10G::MAC_ADV_CHK_CFG.EXT_EOP_CHK_ENA Enables extended end of packet check.
DEV10G::MAC_ADV_CHK_CFG.EXT_SOP_CHK_ENA Enable extended start of packet check.

DEV10G::MAC_ADV_CHK_CFG.SFD_CHK_ENA Enable start-of-frame-delimiter check.
DEV10G::MAC_ADV_CHK_CFG.PRM_SHK CHK DIS Disable preamble shrink check.
DEV10G::MAC_ADV_CHK_CFG.PRM_CHK_ENA Enable preamble check.
DEV10G::MAC_ADV_CHK_CFG.OOR_ERR_ENA Enable out-of-range error check.
DEV10G::MAC_ADV_CHK_CFG.INR_ERR_ENA Enable in-range error check.

2715 Local and Remote Fault Signaling

By default the MAC is configured to detect a Link Fault indication and react by transmitting the appropriate sequence
ordered set. The feature can be disabled completely using DEV10G::MAC_LFS_CFG.LFS_MODE_ENA. It is also pos-
sible to configure MAC into unidirectional mode according to IEEE 802.3, Clause 66, where frames are transmitted
while receiving link fault indication but interleaved by appropriate ordered sets in between
(DEV10G::MAC_LFS_CFG.LFS_UNIDIR_ENA).

2.7.2 PHYSICAL CODING SUBLAYER (PCS)

This section describes the Physical Coding Sublayer (PCS) blocks included in the DEV10G port module. Depending
on the DEV10G mode configuration, the corresponding PCS block must be selected and configured accordingly. Sta-
tus information, such as link status, is available per PCS block, and the applicable register bit, depending on mode,
must be checked. Interrupt source signal are selected from the current selected PCS block depending on mode selec-
tion.

Note:  Each DEV10G port module must only enable one PCS block at the same time.

The following table lists the applicable registers for DEV10G PCS configuration.
TABLE 2-26: DEV10G PCS CONFIGURATION REGISTERS OVERVIEW

Register Description Replication
PCS_XAUI_CFG XAUI-PCS configuration Per PCS
PCS_XAUI_EXT_CFG XAUI-PCS extended configuration Per PCS
PCS_XAUI_SD_CFG XAUI-PCS Signal Detect configuration Per PCS
PCS_XAUI_TX_SEQ_CFG XAUI-PCS sequence transmit configuration Per PCS
PCS_XAUI_RX_ERR_CNT_CFG XAUI-PCS error counter configuration Per PCS
PCS_CFG SFI-PCS configuration Per PCS
PCS_SD_CFG SFI-PCS signal detect configuration Per PCS

The following table lists the applicable registers for DEV10G PCS status.
TABLE 2-27: DEV10G PCS STATUS REGISTERS OVERVIEW

Register Description Replication
PCS_XAUI_RX_STATUS XAUI-PCS receiver lane status Per PCS
PCS_XAUI_DESKEW_STATUS XAUI-PCS receiver deskew register Per PCS
PCS_XAUI_CGALIGN_STATUS XAUI-PCS receiver comma alignment register | Per PCS
PCS_XAUI_RX_SEQ_REC_STATUS XAUI-PCS sequence receive status Per PCS
PCS_XAUI_RX_FIFO_OF_ERR_LO_CNT_STATUS | XAUI-PCS receive FIFO overflow error Per PCS

counter.
PCS_XAUI_RX_FIFO_UF_ERR_L1_CNT_STATUS | XAUI-PCS receive FIFO underflow error Per PCS
counter
PCS_XAUI_RX FIFO_D _ERR_L2 CNT_STATUS | XAUI-PCS 10B8B decoder disparity error Per PCS
counter
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TABLE 2-27: DEV10G PCS STATUS REGISTERS OVERVIEW (CONTINUED)

Register Description Replication

PCS_XAUI_RX_FIFO_CG_ERR_L3 CNT_STATUS | XAUI-PCS 10B8B decoder codegroup error Per PCS
counter

PCS_STATUS SFI-PCS status Per PCS

TX_ERRBLK_CNT SFI-PCS counter for number of times transmit | Per PCS
FSM enters TX_E state

TX_CHARERR_CNT SFI-PCS counter for number of invalid control | Per PCS
characters transmitter detected from MAC

RX_BER_CNT SFI-PCS counter for number of times receive | Per PCS

BER FSM enters BER_BAD_SH state
(ber_count)

RX_ERRBLK_CNT SFI-PCS counter for number of times receive | Per PCS
FSM enters RX_E state

RX_CHARERR_CNT SFI-PCS counter for receive number of invalid | Per PCS
control characters after decoding

RX_OSET_FIFO_STAT SFI-PCS receive ordered set FIFO status Per PCS

RX_OSET_FIFO_DATA SFI-PCS receive ordered set FIFO data Per PCS

RX_FSET_FIFO_STAT SFI-PCS receive F-Sig FIFO status Per PCS

RX_FSET_FIFO_DATA SFI-PCS receive F-Sig FIFO data Per PCS

2.7.21 Backplane Auto-Negotiation

Backplane auto-negotiation must be used when normal auto-negotiation is disabled. For the DEV10G port module
there is no specific function or setup available.

2722 Link Surveillance
For XAUI mode, current link status can be observed through DEV10G::PCS_XAUI_RX_STATUS as follows:

All active lanes needs to be in alignment (DEV10G::PCS_XAUI_RX_STATUS.ALIGNMENT_STATUS) to be able to
receive correct data. If local fault indication is received this is flagged in DEV10G::PCS_XAUI_RX_STATUS.LOCAL_-
FAULT_STICKY (1 bit per lane, only for active lanes). Whenever synchronization was lost on an active lane or align-
ment status was lost sticky bits are set (DEV10G::PCS_XAUI_RX_ERROR_STATUS.SYNC_LOST_STICKY and
DEV10G::PCS_XAUI_RX_ERROR_STATUS.ALIGNMENT_LOST_STICKY). On top there is an additional sticky bit for
received 8B10B codec errors (DEV10G::PCS_XAUI_RX_ERROR_STATUS.C8B10B_ERR_STICKY).

For SFI mode of operation, current link status can be observed through PCS_10GBASE_R::PCS_STATUS defined as
follows:

To receive correct data, the SH PCS must achieve block lock (PCS_10GBASE_R::PCS_STATUS.RX_-
BLOCK_LOCK). This block lock is achieved when PCS detects a 66-bit boundary. Whenever the block lock is lost or
achieved, a sticky bit is set (PCS_10GBASE_R::PCS_INTR_STAT.LOCK_CHANGED_STICKY). Whenever a large
number of false sync headers is detected HI_BER (PCS_10GBASE_R::PCS_STATUS.RX_HI_BER) is asserted and a
sticky bit is set (PCS_10GBASE_R::PCS_INTR_STAT.RX_HI_BER_STICKY). If a local fault or remote fault is
received, it is flagged in PCS_10GBASE_R::PCS_INTR_STAT.RX_OSET_STICKY, and the sequence ordered set
received can be read from PCS_10GBASE_R::RX_OSET_FIFO_DATA.RX OSET_FIFO_DATA.
PCS_10GBASE_R::RX_FSET_FIFO_STAT can be used to know how many ordered sets are captured and FIFO full
status.

27.2.3 Signal Detect

The PCS can be enabled to react to loss of signal through signal detect (x_SD_CFG.SD_ENA). Upon loss of signal,
the PCS Rx state machine is restarted, and frame reception stops. If signal detect is disabled, no action is taken upon
loss of signal. The polarity of signal detect is configurable by x_SD_CFG.SD_POL, where value of this bit indicates the
active signal detect state of the selected input line.

The source of signal detect is selected in x_SD_CFG.SD_SEL to either the SERDES PMA or the PMD receiver. If the

SERDES PMA is used as the source, the SERDES macro provides the signal detect. If the PMD receiver is used as
source, signal detect is sampled externally through one of the GPIO pins on the VCS7438-02, VSC7464-02, and
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VSC7468-02 devices. For more information about the configuration of the GPIOs and signal detect, see Section
3.8.8.3, "Parallel Signal Detect".

In above register bits x_SD_CFG stands for PCS_10GBASE_R::PCS_SD_CFG or DEV10G::PCS_XAUI_SD_CFG,
depending on SFI mode of operation or XAUI mode of operation.

DEV10G::PCS_XAUI_RX_STATUS.SIGNAL_DETECT contains the current value of the signal detect input.

2724 Tx Loopback

For debug purposes, there is a loopback path defined within all PCS blocks that loops back Tx data path into the Rx
data path. This is enabled through DEV10G::PCS_XAUI_CFG. XAUI_LOOP_ENA for PCS XAUI and through
PCS_10GBASE_R:PCS_CFG.PMA_LOOPBACK_ENA for PCS SFI.

2.7.2.5 Test Patterns

The following table lists the registers associated with configuring XAUI PCS.
TABLE 2-28: DEV10G PCS TEST PATTERN CONFIGURATION REGISTERS OVERVIEW

Target::Register.Field Description Replication
DEV10G::PCS_XAUI_TSTPAT_CFG PCS XAUI: Test Pattern Generation Control Per PCS
DEV10G::PCS_XAUI_TSTPAT_RX_SE- PCS XAUI: Random Sequence Master Per PCS
Q_CNT_STATUS Counter Random Sequence Master Counter
DEV10G::PCS_XAUI_TSTPAT_TX_SE- PCS XAUI: Jitter Pattern Transmit Counter. Per PCS
Q_CNT_STATUS Jitter Pattern Transmit Counter.

DEV10G::PCS_XAUI_TSTPAT_CFG.VT_GEN_ENA and DEV10G::PCS_XAUI_TSTPAT_CFG.VT_GEN_SEL over-
writes normal operation of the PCS XAUI and enables generation of test pattern for debug. The PCS XAUI test pattern
are defined in IEEE 802.3, Annex 48A, and the following pattern are supported:

+ High frequency test pattern

* Low frequency test pattern

* Mixed frequency test pattern

» Continuous random test pattern

» Continuous jitter test pattern

Test pattern checker can be enabled by DEV10G::PCS_XAUI_TSTPAT_CFG.VT_CHK_ENA and
DEV10G::PCS_XAUI_TSTPAT_CFG.VT_CHK_SEL where only mixed frequency test pattern, CR test pattern and JC

test pattern can be checked. High and Low frequency test pattern cannot be checked, because acquiring synchroniza-
tion state is not possible.

For frame-based test pattern (continuous random and continuous jitter) there are two counter implemented:
DEV10G::PCS_XAUI_TSTPAT_RX_SEQ_CNT_STATUS. RND_SEQ_TIMER is incremented every 8th received sym-
bol and is started with a detected start of frame symbol. Counter is stopped when the last symbol of reference frame
was compared. Idle phase between two frames is not checked. DEV10G::PCS_XAUI_TSTPAT_TX_SEQ_CNT_STA-
TUS.JP_TX_CNT counts the number of transmitted frames. Both counters can be frozen prior to reading them by
enabling DEV10G::PCS_XAUI_TSTPAT_CFG.FREEZE_ERR_CNT_ENA.

The following table lists the registers associated with configuring SFI PCS
TABLE 2-29: DEV10G BASE-R PCS TEST PATTERN CONFIGURATION REGISTERS OVERVIEW

Target::Register.Field Description Replication

PCS_10GBASE_R:PCS_CFG.TX_TEST_MODE Enables test pattern mode in SFI PCS Per PCS
transmitter.

PCS_10GBASE_R:PCS_CFG.TX_TEST_MODE Enables test pattern mode in SFI PCS Per PCS
receiver.

PCS_10GBASE_R: TEST_CFG Test pattern configuration register when test | Per PCS
mode is enabled for SFI PCS

PCS_10GBASE_R:: TX_SEEDA_MSB.TX_SEED- Most significant 26 bits of seed A used to Per PCS

A_MSB initialize SFI PCS scrambler in test mode.

PCS_10GBASE_R:: TX_SEEDA_LSB.TX_SEEDA_LSB |Least significant 32 bits of seed Aused to |Per PCS
initialize SFI PCS scrambler in test mode.
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TABLE 2-29: DEV10G BASE-R PCS TEST PATTERN CONFIGURATION REGISTERS OVERVIEW

Target::Register.Field Description Replication
PCS_10GBASE_R:: TX_SEEDB_MSB.TX_SEED- Most significant 26 bits of seed B usedto | Per PCS
B_MSB initialize SFI PCS scrambler in test mode.

PCS_10GBASE_R:: TX_SEEDB_LSB.TX SEEDB _LSB |Least significant 32 bits of seed B used to | Per PCS
initialize SFI PCS scrambler in test mode.

PCS_10GBASE_R:: TX_DATAPAT_MSB.TX_DATAPA- | Most significant 32 bits of 64-bit data pat- Per PCS

T _MSB tern used in pseudo-random and user-

defined test pattern mode for transmitter of

SFI PCS.
PCS_10GBASE_R:: TX DATAPAT LSB.TX DATAPA- Least significant 32 bits of 64-bit data pat- |Per PCS
T_LSB tern used in pseudo-random and user-

defined test pattern mode for transmitter of

SFI PCS.
PCS_10GBASE_R::RX_DATAPAT_MSB.RX_DATAPA- | Most significant 32 bits of 64-bit data pat- |Per PCS
T_MSB tern used in pseudo-random and user-

defined test pattern mode for receiver of SFI

PCS.
PCS_10GBASE_R::RX_DATAPAT_LSB.RX_DATAPA- |Least significant 32 bits of 64-bit data pat- |Per PCS
T_LSB tern used in pseudo-random and user-

defined test pattern mode for receiver of SFI

PCS.

PCS_10GBASE_R::PCS_STATUS.TESTPAT_MATCH | When in test pattern check mode, this bit Per PCS
will read 1 if the test pattern checker detects
a match. When 0, the test pattern does not
match. The test pattern error counts should
still be used along with this register bit to
determine proper test match status. The bit
will read back 1 only when the test pattern is
matching. This may happen even while test
pattern errors are counted on other clock
cycles.

PCS_10GBASE_R:: TEST_ERR_CNT.TEST_ERR_CNT | Count of detected test pattern errors in Rx | Per PCS
test pattern checker. Write 0 to clear.

By setting PCS_10GBASE_R::PCS_CFG.TX_TEST_MODE and PCS_10GBASE_R::PCS_CFG.RX_TEST_MODE
register bits to 1, test pattern mode is enabled in SFI PCS. The following test patterns are supported as per

|IEEE 802.3, clause 49.2.8 and clause 49.2.12.

+ Square wave

* Pseudo random

+ PRBS31

» User defined

User-defined mode is a slightly modified test pattern in which the scrambler is not initialized with any seed value, so
there will be no errors after every 128-block window.

Different types of test pattern generation can be chosen by configuring PCS_10GBASE_R::TEST_CFG.TX_TEST-
PAT_SEL and that of checkers by configuring PCS_10GBASE_R::TEST_CFG.RX_TESTPAT_SEL. For square wave
test pattern generation, period can be configured using PCS_10GBASE_R::TEST_CFG.TX_SQPW_4B. For pseudo-
random test pattern inversion of seeds and data is enabled by PCS_10GBASE_R:: TEST_CFG.TX_DSBL_INV and
PCS_10GBASE_R:TEST_CFG.RX_DSBL_INV.
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2.7.2.6 Lane Swapping and Inversion

For easy back-to-back connection in stacking solutions it is possible either to invert all data signals between PCS and
connected SERDES macro as also flip the order of assigned SERDES macros to lanes. The following table lists the
applicable registers.

TABLE 2-30: DEV10G PCS XAUI EXTEND CONFIGURATION REGISTERS OVERVIEW

Target::Register.Field Description

DEV10G::PCS_XAUI_EXT_CFG.RX_INV_HMBUS Invert all data signals from SERDES to PCS.

DEV10G::PCS_XAUI_EXT_CFG.RX_FLIP_HMBUS | Flip data in receive direction. For example, map lane 0 on 3,
lane 1 on 2, lane 2 on 1, and lane 3 on 0.

DEV10G::PCS_XAUI_EXT_CFG.TX_INV_HMBUS Invert all data signals from PCS to SerDes.

DEV10G::PCS_XAUI_EXT_CFG.TX_FLIP_HMBUS |Flip data in transmit direction. For example, map lane 0 on 3,
lane 1 on 2, lane 2 on 1, and lane 3 on O.

Data flip (for reverse ordering) at SFI PCS and SerDes interface can be achieved by configuring
PCS_10GBASE_R::PCS_CFG.TX_DATA_FLIP and PCS_10GBASE_R::PCS_CFG.RX_DATA_FLIP for transmitter
and receiver correspondingly.

2.7.2.7 Low Power Idle

The following table lists the configuration and status registers related to EEE in PCS.
TABLE 2-31: DEV10G PCS EEE CONFIGURATION AND STATUS REGISTERS OVERVIEW

Target::Register Description Replication
DEV10G::PCS_XAUI_LPI_CFG Configuration of the XAUI PCS low power idle process. |Per PCS
DEV10G::PCS_XAUI_LPI_STATUS XAUI PCS low power idle status. Per PCS
PCS_10GBASE_R:EEE_STATUS SFI PCS low power idle status. Per PCS
PCS_10GBASE_R:WAKE_ERR_CNT SFI PCS wake_error_counter value as specified in Per PCS

IEEE 802.3az, clause 49.2.13.2.4.

2.7.2.8 KR FEC

SFI PCS also supports KR FEC. The following table lists the applicable registers.
TABLE 2-32: DEV10G KR FEC CONFIGURATION AND STATUS REGISTERS OVERVIEW

Register Description Replication
KR_FEC_CFG KR FEC configuration register Per PCS
KR_FEC_STATUS KR FEC status Per PCS
KR_FEC_STICKY KR FEC sticky bits Per PCS
KR_FEC_CORRECTED KR FEC corrected error blocks counter Per PCS
KR_FEC_UNCORRECTED KR FEC uncorrected error blocks counter Per PCS

To enable FEC, PCS_10GBASE_R::KR_FEC_CFG.FEC_ENA must be set. In addition, data bits must be flipped at KR
FEC interface with PCS. This is achieved by setting both PCS_10GBASE_R::KR_FEC_CFG.TX_DATA_FLIP and
PCS_10GBASE_R:KR_FEC_CFG.RX_DATA_FLIP to 1.

For enabling FEC error indication in the PCS register bit, set PCS_10GBASE_R::KR_FEC_CFG.ENABLE_ER-
ROR_INDICATION to 1. This ensures that SFI PCS decodes the block correctly, and hence correct data is presented
to MAC. When FEC looses frame lock, it is reflected in the PCS_10GBASE_R::KR_FEC_STICKY.FEC_-
FRAME_LOCK_STICKY sticky bit.

There are two counters in FEC for counting corrected and uncorrected error blocks. These are cleared by writing a 1 to
PCS_10GBASE_R::KR_FEC_CFG.RESET_MONITOR_COUNTERS, followed by a 0.

When the counters cross a threshold value configurable by PCS_10GBASE_R::FIXED_ERROR_COUNT_THRESH-
OLD and PCS_10GBASE_R::UNFIXABLE_ERROR_COUNT_THRESHOLD, two corresponding sticky bits are set
(PCS_10GBASE_R::KR_FEC_STICKY.FEC_FIXED_ERROR_COUNT_STICKY and PCS_10GBASE_R::KR_FEC_-
STICKY.FEC_UNFIXABLE_ERROR_COUNT_STICKY).

Note: KR FEC must not be enabled when EEE is enabled. This mode is not supported.
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2.7.3 PORT STATISTICS

The DEV10G port module contains a set of port statistics. Packets counters are 32 bits wide and byte counters are 40
bits wide. The following table lists the counters. The counters are writable. In particular, the counters are cleared by

writing a 0 to each counter.
TABLE 2-33:

DEV10G STATISTICS REGISTERS OVERVIEW

Register

Description

RX_SYMBOL_ERR_CNT

Rx symbol carrier error counter

RX_PAUSE_CNT

Rx pause frame counter

RX_UNSUP_OPCODE_CNT

Rx Control frame counter

RX_UC_CNT Rx unicast frame counter
RX_MC_CNT Rx multicast frame counter
RX_BC_CNT Rx broadcast frame counter

RX_CRC_ERR_CNT

Rx CRC error counter

RX_UNDERSIZE_CNT

Rx undersize counter (valid frame format)

RX_FRAGMENTS_CNT

Rx undersize counter (CRC error)

RX_IN_RANGE_LEN_ERR_CNT

Rx in-range length error counter

RX_OUT_OF _RANGE_LEN_ERR_CNT

Rx out-of-range length error counter

RX_OVERSIZE_CNT

Rx oversize counter (valid frame format)

RX_JABBERS_CNT

Rx jabbers counter

RX_SIZE64 CNT

Rx 64 byte frame counter

RX_SIZE65TO127_CNT

Rx 65-127 byte frame counter

RX_SIZE128T0255_CNT

Rx 128-255 byte frame counter

RX_SIZE256TO511_CNT

Rx 256-511 byte frame counter.

RX_SIZE512TO1023_CNT

Rx 512-1023 byte frame counter.

RX_SIZE1024TO1518_CNT

Rx 1024-1518 byte frame counter.

RX_SIZE1519TOMAX_CNT

Rx 1519 to max. length byte frame counter.

RX_IPG_SHRINK_CNT

Rx Inter packet gap shrink counter.

TX_PAUSE_CNT

Tx Pause frame counter.

TX_UC_CNT Tx unicast frame counter.
TX_MC_CNT Tx multicast frame counter.
TX_BC_CNT Tx broadcast frame counter.

TX_SIZEG4_CNT

Tx 64 byte frame counter.

TX_SIZE65TO127_CNT

Tx 65-127 byte frame counter.

TX_SIZE128TO255_CNT

Tx 128-255 byte frame counter.

TX_SIZE256TO511_CNT

Tx 256-511 byte frame counter.

TX_SIZE512TO1023_CNT

Tx 512-1023 byte frame counter.

TX_SIZE1024TO1518_CNT

Tx 1024-1518 byte frame counter.

TX_SIZE1519TOMAX_CNT
RX_ALIGNMENT_LOST_CNT
RX_TAGGED_FRMS_CNT
RX_UNTAGGED_FRMS_CNT
TX_TAGGED_FRMS_CNT
TX_UNTAGGED_FRMS_CNT
RX_HIH_CKSM_ERR_CNT
RX_XGMI|_PROT_ERR_CNT

Tx 1519 to maximum length byte frame counter.

Counter to track the dribble-nibble (extra nibble) errors in frames.
Counts frames that are tagged (C-tagged or S-tagged).

Counts frames that are Not tagged (neither C-tagged nor S-tagged).
Counts frames that are tagged (C-tagged or S-tagged).

Counts frames that are Not tagged (neither C-tagged nor S-tagged).
Rx HiH checksum error counter.

Rx XGMI!I protocol error counter.
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2.8 Assembler

The assembler (ASM) block is responsible for collecting words from the smaller taxi bus and assembling them into
cells. It is also responsible for the loopback path between the rewriter and the analyzer.

For the first cell of a frame, which is the SOF cell, the assembler adds room for a 28-byte internal frame header (IFH).
On a stacking port, the stacking tag is extracted from the frame data and placed in the respective part of the IFH.
The assembler receives a calendar sequence from the queue system defining in the sequence the ports should be
served on the outgoing cell bus.

The assembler also detects PAUSE frames and forwards the extracted PAUSE information to the disassembler. PFC
pause information extracted from PFC PAUSE frames are forwarded to the queue system.

Finally, the assembler collects the port statistics for all lower speed ports, which are the DEV1G and DEV2GS5 ports.
Statistics for the high-speed DEV10G ports are handled locally in the port module.

2.8.1 SETTING UP APORT IN THE ASSEMBLER

The following table lists the port configuration registers within the assembler. Ethernet ports and CPU ports are config-
ured using the same registers. Some of the fields are only relevant for setting up a CPU port (internal or external) and
they will be covered in a later section.

TABLE 2-34: PORT CONFIGURATION REGISTER OVERVIEW

Target::Register.Field Description Replication
ASM::PORT_CFG.NO_PREAMBLE_ENA Preamble configuration of incoming frames. Per port
ASM::PORT_CFG.SKIP_PREAMBLE_ENA | Preamble configuration of incoming frames. Per port
ASM::PORT_CFG.PAD_ENA Enable padding. Per port
ASM::PORT_CFG.INJ_DISCARD_CFG Configures discard behavior for injected frames. Per port
ASM::PORT_CFG.INJ_FORMAT_CFG Configure format of injected frames. Per port
ASM::PORT_CFG.VSTAX2_AWR_ENA Enable VStaX stacking header awareness. Per port

By default, an Ethernet port does not need configuration in the assembler as long as special settings are not required.
However, the following exceptions may apply:

If the port is used as a stacking port, set ASM::PORT_CFG.VSTAX2_AWR_ENA, which enables detection of the
VStaX stacking header. If a VStaX stacking header is found, the assembler will remove the header from the frame and
put it into the internal frame header.

Frames received from the port modules are preamble prepended by default. If a port module is configured for pream-
ble shrink mode, the ASM::PORT_CFG.NO_PREAMBLE_ENA must be set to 1, because the port module does not
prepend a preamble in this mode.

When ASM::PORT_CFG.PAD_ENA is set, frames that are smaller than 64 bytes are padded to reach the minimum
frame size.

The assembler has a built-in frame fragment detection mechanism for incoming frames that were started but never
received their EOF (because the port module was taken down, for example). These frames are normally finalized by
creating an EOF abort marked cell. If a frame has been discarded, it is noted in ASM::PORT_STICKY.FRM_AGING_-
STICKY. The following table lists the port status register.

TABLE 2-35: PORT STATUS REGISTER OVERVIEW

Target::Register.Field Description Replication
ASM::PORT_STICKY.IFH_PREFIX_ERR_STICKY Injection format mismatch sticky bit Per port
ASM::PORT_STICKY.FRM_AGING_STICKY Frame aging sticky bit Per port

2.8.2 SETTING UP APORT FOR FRAME INJECTION

Any front port and the internal CPU ports (ports 53-54) can be configured for frame injection. Frames that are to be
injected must have an IFH prepended the frame data. Optionally, the frame can further be prepended an SMAC, a
DMAC, and a VLAN tag. This results in the following three prefix formats for injection frames:

« Injection with long prefix

* Injection with short prefix

* Injection with no prefix

© 2022 Microchip Technology Inc. and its subsidiaries DS00004427A-page 57



Jaguar-2

The injection format is selected in ASM::PORT_CFG.INJ_FORMAT_CFG. The prefix formats are shown in the follow-
ing illustration.

FIGURE 2-8: FRAME INJECTION FORMATS

Injection with long prefix:

Tnjection
Any DMAC Any SMAC 8880 | 0007 IFH -
48 bits 48 bits VLAN tag |15 it 16 bits 224 bits Original frame
32 bits
Injection with short prefix:
Any DMAC Any SMAC 8880 | 0007 IFH —
48 bits 48 bits 16 bits|16 bits 224 bits Original frame

Injection with no prefix:

IFH

224 bits Original frame

Start-of-frame

For the long prefix, the incoming frame is matching against a programmable VLAN tag. The VLAN tag is common for
all ports. Only the VID and TPID fields of the VLAN tag are compared. The following table lists the injection VLAN con-
figuration register.

TABLE 2-36: INJECTION VLAN REGISTER OVERVIEW

Target::Register.Field Description Replication
ASM::INJ_VLAN_CFG.INJ_VID_CFG Injection tag VID 1
ASM::INJ_VLAN_CFG.INJ_TPID_CFG |Injection tag TPID 1

When a port is setup to receive frames with either a short prefix or a long prefix, the incoming frames are checked
against the selected prefix. If the prefix does not match, an error indication is set in ASM::PORT_STICKY.IFH_PRE-
FIX_ERR_STICKY. Depending on the setting of ASM::PORT_CFG.INJ_DISCARD_CFG, the frames are processed in
one of the three following modes.

* None. Both compliant and non-compliant frames are forwarded. Compliant frames are forwarded based on the
IFH, and non-compliant frames are forwarded as regular frames.

» Drop non-compliant. Compliant frames are forwarded based on the IFH, and non-compliant frames are discarded.

» Drop compliant. Compliant frame are discarded, and non-compliant frames are forwarded as normal frames.

If a CPU port is used for frame injection, ASM::PORT_CFG.NO_PREAMBLE_ENA must be set to 1 so that the assem-
bler does not expect frame data to be prepended with a preamble.

If a front port is used for frame injection, ASM::PORT_CFG.SKIP_PREAMBLE_ENA must be set to 1 to discard the
preamble data before processing of the prepended injection header.

2.8.3 SETTING UP MAC CONTROL SUBLAYER PAUSE FRAME DETECTION

The following table lists the PAUSE frame detection configuration registers in the assembler.
TABLE 2-37: PAUSE FRAME DETECTION CONFIGURATION REGISTER OVERVIEW

Target::Register.Field Description Replication
ASM::PAUSE_CFG.ABORT_PAUSE_ENA Stop forwarding of PAUSE frames Per port
ASM::PAUSE_CFG.ABORT_CTRL_ENA Stop forwarding of MAC control frames Per port

ASM::MAC_ADDR_HIGH_CFG.MAC_ADDR_HIGH |Bits 47-24 of DMAC address checked in | Per port
MAC_Control frames

ASM::MAC_ADDR_LOW_CFG.MAC_ADDR_LOW Bits 23-0 of DMAC address checked in Per port
MAC_Control frames

The assembiler is responsible for detecting PAUSE frames and forwarding the PAUSE value to the disassembler.
Because PAUSE frames belong to the MAC control sublayer, they should in general be filtered and not forwarded to a
higher layer; that is, forwarded on the cell bus so they reach the analyzer. The filtering is done by abort marking the
frame.
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The PAUSE frame and other MAC control frames can be forwarded to the analyzer. For PAUSE frame forwarding,
ASM::PAUSE_CFG.ABORT_PAUSE_ENA must be set to 0. For other MAC control frame forwarding,
ASM::PAUSE_CFG.ABORT_CTRL_ENA must be set to 0.

When PAUSE frames are received, the DMAC address is checked. The DMAC address must be either the 48-bit mul-
ticast address 01-80-C2-00-00-01 as mentioned by IEEE802.3 Annex 31B.1 or the MAC address of the port, which is
configured in ASM::MAC_ADDR_HIGH_CFG.MAC_ADDR_HIGH and ASM::MAC_ADDR_LOW_CFG.MAC_AD-
DR_LOW.

Note: The values configured in ASM::MAC_ADDR_HIGH_CFG.MAC_ADDR_HIGH and ASM:MAC_AD-
DR_LOW_CFG.MAC_ADDR_LOW must match the value configured in DSM:MAC_AD-
DR_BASE_HIGH_CFG.MAC_ADDR_HIGH and
DSM::MAC_ADDR_BASE_LOW_CFG.MAC_ADDR_LOW.

The number of received PAUSE frames is tracked as part of the port statistics. For more information, see Section
2.8.5, "Setting Up Assembler Port Statistics".

2.84 SETTING UP PFC

The PFC module of the assembler identifies PFC PAUSE frames by checking if the DMAC matches the reserved mul-
ticast address 01-80-c2-00-00-01, the Type/Length field matches a MAC control frame (0x8808), and the opcode is
indicating a PFC frame (0x0101). Upon receiving a PFC PAUSE frame, the assembler extracts and stores the timer
information for all enabled priorities in the assembler PFC timers. The PFC module generates a stop signal towards
the queue system based on the current timer values.

Detection of PFC frames is enabled by setting ASM::PFC_CFG.RX_PFC_ENA to 1 for the respective (port,priority).
When enabling PFC the current link speed for the port must be configured in ASM::PFC_CFG.FC_LINK_SPEED for
timing information to be evaluated correctly. The PFC configuration registers are shown in the following table.

TABLE 2-38: PFC CONFIGURATION REGISTER OVERVIEW

Target::Register.Field Description Replication
ASM::PFC_CFG.RX_PFC_ENA Enable PFC per priority Per port
ASM::PFC_CFG.FC_LINK_SPEED | Configure the link speed Per port

2.85 SETTING UP ASSEMBLER PORT STATISTICS

The assembler collects port statistics for all DEV1Gs and DEV2G5s. Statistics are also collected from the disassem-
bler and the assembler. Port statistics for DEV10Gs are not collected in the assembler and must be looked up in each
DEV10G separately.

The following table lists the port statistics configuration register in the assembler.

TABLE 2-39: PORT STATISTICS CONFIGURATION REGISTER OVERVIEW

Target::Register.Field Description Replication
ASM::STAT_CFG.STAT_CNT_CLR_SHOT | Statistics counter initialization. 1
ASM::PORT_CFG.CSC_STAT DIS Disables collection of statistics in the ASM. Per port

Port statistics inside the ASM are stored in RAMs. Before they can be used, they must be initialized to 0 by setting
ASM::STAT_CFG.STAT_CNT_CLR_SHOT to 1.

The statistic counters start counting as soon as the hardware has reset ASM::STAT_CFG.STAT_CNT_CLR_SHOT to
0.

For information about the lists of port statistics registers available per port, see ASM:DEV_STATISTICS register group
in the Register List.

For the 10G capable ports, set ASM::PORT_CFG.CSC_STAT_DIS to 1 when the port is set up for speeds faster than
2.5G, because the collection of statistics are handled locally in the DEV10G. For lower speeds, the port uses a
DEV2G5.

All statistic counters have a width of 32 bits, except for the five byte-counters; RX_IN_BYTES_CNT, RX_OK_-
BYTES_CNT, RX_BAD_BYTES_CNT, TX_OUT_BYTES_CNT, and TX_OK_BYTES_CNT. Those have an additional
4-bit MSB counter. When reading from counters with more than 32 bits, the non-MSB part has to be read first in order
to latch the MSB part into a shadow register, where the value can be read afterward. For writing, the MSB part must be
written first.
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2.8.6 SETTING UP THE LOOPBACK PATH

Cells to be looped back by the assembler are received on a separate loopback cell bus interface from the rewriter. The
assembler merges the loopback data with data received from the ports onto the outgoing cell bus towards the analyzer.
Loopback data belongs to one of the three following types.

* Virtual device 0 (VDO)

« Virtual device 1 (VD1)

 Front port loopback (LBK)

Each of the three loopback traffic types has its own FIFO. VDO is accessed at register replication 0, VD1 at register
replication 1, and LBK at register replication 2. The following table lists the loopback configuration registers.

TABLE 2-40: LOOPBACK FIFO CONFIGURATION REGISTER OVERVIEW

Target::Register.Field Description Replication
ASM::LBK_FIFO_CFG.FIFO_FLUSH |Flush all data in the FIFO. Per FIFO
ASM::VD_FC_WM.VD_FC_WM Watermark for flow control towards the queue system. Per VD FIFO

AFIFO can be flushed using the ASM::LBK_FIFO_CFG.FIFO_FLUSH register. The register field clears itself when the
flush is completed.

Cells in the FIFO can be discarded due to aging. If a frame is discarded due to aging, a per port sticky bit is set in
ASM::LBK_AGING_STICKY. The following table lists the loopback FIFO sticky bit registers.

TABLE 2-41: LOOPBACK FIFO STICKY-BIT REGISTERS OVERVIEW

Target::Register.Field Description Replication

ASM::LBK_AGING_STICKY.LBK_AGING_STICKY Set if a frame has been discarded due to aging. |1
Per port bitmask.

ASM::LBK_OVFLW_STICKY.LBK_OVFLW_STICKY | Set if a frame have been discarded due to over- | 1
flow.

For VDO and VD1, the loopback block pushes back towards the queue system to avoid FIFO overflows. The water-
mark for configuring the FIFO level at which push back is active can be set in ASM::VD_FC_WM.VD_FC_WM. The
watermark can be configured individually for VDO and VD1.

No flow control handling exists for the LBK FIFO. In case of overflow, all new cells received from the rewriter are dis-
carded, and a bit in the ASM::LBK_OVFLW_STICKY.LBK_OVFLW_STICKY sticky-bit register is set.

29 Versatile Content-Aware Processor (VCAP)

The Versatile Content-Aware Processor (VCAP) is a content-aware packet processor that allows wire-speed packet
inspection for rich implementation of, for example, advanced VLAN and QoS classification and manipulations, IP
source guarding, and security features for wireline and wireless applications. This is achieved by programming rules
into the VCAP.

When a VCAP is enabled, every frame passing though the switch is analyzed and multiple keys are created based on
the contents of the packet. The frame is examined to determine the frame type (for example, IPv4 TCP frame), so that
the frame information is extracted according to the frame type, port-specific configuration, and classification results
from the basic classification. Keys are applied to the VCAP and when there is a match between a key and a rule in the
VCARP, the rule is then applied to the packet from which the key was extracted.

Arule consists of an entry, an action, and a counter. Keys are matched against the entry of a rule. When a rule is
matched, the action is returned by the VCAP, and the rule’s counter is incremented.

One and only one rule will match a key. If a key matches more than one rule, the rule at the highest address is
selected. This means that a rule at high address takes priority over rules at lower addresses. When a key does not
match a rule, a default rule is triggered. A default rule’s action is programmable just like regular rules. Some VCAPs
have more than one default rule; which default rule to use is determined at the same time as the key is created and
applied to the VCAP.

This section provides information about entries and actions in general terms. When discussing an entry or an action, it
is considered a vector of bits that is provided by software. For information about building classification matching (CLM)
keys, see Section 2.12, "VCAP CLM Keys and Actions". For information about building ingress stage 2 (1S2) keys, see
Section 2.17, "VCAP IS2 Keys and Actions". For information about building longest prefix matching (LPM) keys, see
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Section 2.12, "VCAP CLM Keys and Actions". For information about building egress stage 0 (ES0O) keys, see Section
2.27.5, "VCAP_ESO Lookup".

The following sections describe how to program rules into the VCAPs of the devices. First, a general description of
configuration and VCAP operations is provided, including a description of wide VCAP rules. Second, detailed informa-
tion about individual VCAPs is provided. Finally, a few practical examples illustrate how everything fits together when
programming rules into VCAPs.

2.91 CONFIGURING VCAP

Registers are available in two targets: VCAP_ESO0 and VCAP_SUPER. Use VCAP_ESO to configure the VCAP ESO
target and the VCAP_SUPER target for all other VCAPs.

The following table lists the registers associated with VCAP_ES0 and VCAP_SUPER.
TABLE 2-42: VCAP_ES0 AND VCAP_SUPER REGISTERS

Register Description
VCAP_UPDATE_CTRL Initiates of read/write/move/initialization operations
VCAP_MV_CFG Configures move/initialization operations
VCAP_CORE_IDX Resource allocation, core index (does not apply to ES0)
VCAP_CORE_MAP Resource allocation, mapping of cores (does not apply to ESO0)
VCAP_ENTRY_DAT Cache: Entry data
VCAP_MASK_DAT Cache: Entry mask
VCAP_ACTION_DAT Cache: Action
VCAP_CNT_DAT Cache: Sticky-counter
VCAP_RULE_ENA Cache: Rule enable (only applies to ESO0)

Arule in the VCAP consists of an entry, action, and counter showing if the entry was hit. Rules are accessed indirectly
though a cache. The cache corresponds to one address in VCAP memory. Software access the cache using the VCAP
configuration registers VCAP_ENTRY_DAT, VCAP_MASK_DAT, VCAP_ACTION_DAT, and VCAP_CNT_DAT.

The following illustration shows an example cache register mapping for a VCAP with 36-bit entry data/mask, 70-bit
action, and a 1-bit sticky counter. Cache registers are replicated to accommodate fields that are wider than 32 bits. For
example, if the entry size is 36 bits, bits [31:0] are accessed using VCAP_ENTRY_DATI[0][31:0], and bits [35:32] are
accessed using VCAP_ENTRY_DAT[1][3:0].
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FIGURE 2-9: VCAP CACHE LAYOUT EXAMPLE

VCAP_ENTRY_DAT Entry Data

don t care

5
%
=

idx: 0
2

VCAP_MASK_DAT Entry Mask

don t care

g
X
N J I——"

idx: 1 idx: 0
64 32 0

O
o)}

VCAP_ACTION_DAT Action

don t care

o

32

o

VVCAP_CNT_DAT Counter

dontcare | &
o

Entries have both entry data and entry mask fields. This allows a don’t-care of any bit position in the key when match-
ing a key against entries.

TABLE 2-43: ENTRY BIT ENCODING

VCAP_ENTRY_DATI[n}/
VCAP_MASK_DAT[n]

0/0 Bit n is encoded for the match-0 operation. When a key is applied to the VCAP, this bit in
the entry will match a O at position n in the key.

Description

0/1 Bit n is encoded for match-any operation. When a key is applied to the VCAP, this bit in
the entry will match both 0 and 1 at position n in the key.
This encoding is sometimes referred to as don’t care.

1/0 Bit n is encoded for match-1 operation. When a key is applied to the VCAP, this bit in the
entry will match a 1 at position n in the key.

17 Bit n is encoded for match-off operation. The entry will never match any keys.
This encoding is not available in the VCAP ESO. Instead, it is treated as match-any.

When programming a rule that does not use all the available bits in the cache, remaining (undefined) entry bits must be
set to match-0, and action bits must be set to zeros.

To disable a rule, one or more bits in the entry is set to match-off. VCAP ESO0 does not allow match-off encoding. Rules
are instead enabled and disabled by the VCAP_RULE_ENA.RULE_ENA cache field.

The counter for a rule is incremented when the entry of the rule is matched by a key. Counters that are 1-bit wide do
not wrap, but instead saturate at 1.

2.9.1.1 Writing, Reading, and Initializing Rules

All access to and from VCAP memory goes through the cache.
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To write a rule in the VCAP memory at address a: Entry data, entry action, and counter is first written to the cache reg-
isters and then transferred into VCAP memory by triggering a write operation on the cache by setting
VCAP_UPDATE_CTRL.UPDATE_CMD = 0, VCAP_UPDATE_CTRL.UPDATE_ADDR = a, and
VCAP_UPDATE_CTRL.UPDATE_SHOT = 1. The UPDATE_SHOT field is cleared by hardware when the rule has put
into VCAP memory.

To read a rule from address a in the VCAP memory: Trigger a read operation on the cache by setting
VCAP_UPDATE_CTRL.UPDATE_CMD = 1, VCAP_UPDATE_CTRL.UPDATE_ADDR = a, and
VCAP_UPDATA_CTRL.UPDATE_SHOT = 1. The UPDATE_SHOT field is cleared by hardware when a copy of the
rule is available for reading via cache registers.

Active rules must not be overwritten by other rules (except when writing disabled rules). Software must make sure that
addresses are initialized before they are written.

It is possible to write the contents of the cache can be written to a range of addresses inside VCAP memory. This is
used during initialization of VCAP memory.

To write the contents of the cache to addresses a through b in VCAP memory, where a < b: Trigger an initialization-
operation by setting VCAP_MV_CFG.MV_NUM_POS = b-a. And VCAP_UPDATE_CTRL.UPDATE_CMD = 4,
VCAP_UPDATE_CTRL.UPDATE_ADDR = a, and VCAP_UPDATE_CTRL.UPDATA_SHOT = 1. When the UPDATE_-
SHOT field is cleared, the addresses have been overwritten with the contents of the cache.

The cache can be cleared by writing VCAP_UPDATE_CTRL.CLEAR_CACHE = 1. This immediately sets the contents
of the entry to disabled, action and counter is set to all-zeros. VCAP_UPDATE_CTRL.CLEAR_CACHE can be set at
the same time as triggering an write or initialization operation, the cache will be cleared before writing to the VCAP
memory.

It is possible to selectively disable access to entry, action, and/or counter during operations by setting VCAP_UP-
DATE_CTRL.UPDATE_ENTRY_DIS, VCAP_UPDATE_CTRL.UPDATE_ACTION_DIS, or VCAP_UPDATE_C-
TRL.UPDATE_CNT_DIS. These fields allow specialized operations such as clearing counter values by performing
initialization or write operations with disabled entry and action updating.

29.1.2 Moving a Block of Rules

The VCAP supports move operation for efficient and safe moving of rules inside VCAP memory. Moving may be
required to make room for new rules, because rules are prioritized by address.

To move n addresses from address a to address b in VCAP memory: Trigger a move-operation by setting
VCAP_MV_CFG.MV_NUM_POS = (a>b ? a-b : b-a), VCAP_MV_CFG.MV_SIZE = (n-1). And setting
VCAP_UPDATE_CTRL.UPDATE_CMD = (a>b ? 2 : 3), VCAP_UPDATE_CTRL.UPDATE_ADDR = a, and
VCAP_UPDATE_CTRL.UPDATE_SHOT = 1. When the UPDATE_SHOT field is cleared, the contents of the
addresses have been moved inside VCAP memory. The cache is overwritten during the move-operation.

Rules must not be moved to a region that contains active rules. Software must make sure that destination addresses
are initialized before performing a move operation. After moving rules the move operation leaves VCAP memory in ini-
tialized state, so overlapping source and destination regions is not a problem during move operations.

2913 Sharing Resources

The devices implement a shared pool of blocks that can be distributed freely among the CLM, 1S2, and LPM VCAPs.
Each block in the pool has 4,096 addresses with entries, actions, and counters. The number of blocks available in the
VCAP shared pool depends on the device; VSC7438-02 has four blocks, and VSC7464-02 and VSC7468-02 have
eight blocks available.

Blocks are located back-to-back in the VCAP memory space. Block 0 is assigned addresses 0 through 4,095; block 1
is assigned addresses 4,096 though 8,191; and so on. Prioritizing of rules based on address still applies when multiple
blocks are assigned to the same VCAP.

To simplify software development, all blocks assigned to the same VCAP should be allocated as one consecutive
region of addresses in memory. After a block of VCAP resources is allocated to a VCAP, it cannot be reallocated.
Resource assignment must be done during startup before the VCAPs are enabled.

After reset, all VCAP resources default to unallocated power-down mode. To allocate a block from the shared pool,
write block index to VCAP_CORE_IDX.CORE_IDX, then map it to a specific interface by writing VCAP_CORE_-
MAP.CORE_MAP. For more information, see the register description for encoding of owners.
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2914 Bringing Up VCAP

The contents of the VCAP are unknown after reset. Software must initialize all addresses of the VCAP to disabled
entry and all-zeros in action and counter before enabling lookups.

The default rules of the VCAPs must also be initialized. After lookup is enabled for the VCAPs, default rules are trig-
gered and applied to frames.

Some VCAPs implement resource sharing. As a result, software must allocate resources as part of VCAP bring up.

For more information about default addresses rules and resource allocation, see Section 2.9.3, "Individual VCAPSs".

292 WIDE VCAP ENTRIES AND ACTIONS

Some VCAPs support entries and actions that are wider than a single address in the VCAP memory. The size of an
entry or action is described as Xn, where n is the number of addresses that is taken up in memory. When programming
an X2 or larger entry or action, addresses are written one by one until the entire entry or action is written to VCAP
memory.

A rule consists of one entry and one action. The size of the rule is described as Xn where n is the largest of entry or
action widths. For example, a rule consisting of an X2 entry and an X4 action is considered to be an X4 rule. The entry
and action must start at the same address, so that address offset 0 for both entry and action is located at the same
address inside the VCAP memory.

When programming a rule where the action is wider than the entry, entry addresses exceeding the size of the entry
must be disabled. When the entry is wider than the action, action addresses exceeding the size of the action must be
set to zeros.

The starting address of an Xn rule must be divisible by n. This means that X1 rules may be placed at any address, X2
rules may only placed at even addresses, X4 rules may only be placed at addresses divisible by 4, and so on. During
move-operations this puts a restriction on the distance that rules are moved. In other words, when performing move-
operation on a region of VCAP memory that contains rules of X2 or larger size, the rules must still be at legal
addresses after the move.

When a rule is matched by a key, the counter at address offset 0 is incremented.

When writing an X2 or larger rule, software must start with the highest address and end with the lowest address. This
is needed so that rules are not triggered prematurely during writing. When disabling rules, software must start by dis-
abling the lowest address. This is automatically handled when using the initialization operation for disabling rules.

29.2.1 Type-Group Fields

A special type-group field is required to differentiate rules when a VCAP supports different sized entries or actions. The
type-group is not part of the entry/action description. Software has to manually lookup and insert type-group field into
entry/action data when writing rules to VCAP memory.

The type-group field is placed at the low bits of the entry and/or action. The value and width of the type-group field dif-
fers between VCAPs and depends on the entry/action size of and the address offset into the rule. For more information
about type-group fields for individual VCAPs, see Section 2.9.3, "Individual VCAPs".

The following illustration shows an example of inserting a 2-bit entry type-group field and a 3-bit action type-group field
for a VCAP with 36-bit entry data/mask and a 64-bit action. After inserting of type-group, there is room for 34 additional
entry/mask bits and 61 action bits in the cache.
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FIGURE 2-10: VCAP CACHE TYPE-GROUP EXAMPLE
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When programming the entry’s type-group field, the mask bits must be set to zeros, so that the type-group bits consist
of match-1 or match-0, or both.

Use the following procedure for each address that is part of an entry.

1.

Use the entry’s current address offset and size to find the appropriate type-group field and associated field-width
by using the entry type-group table for the VCAP. Skip step 2 if entry type-group is not applicable for the VCAP.
Insert the entry type-group field into the cache for a type-group field width of n. Write the value of the type-group
field to bit-positions [n-1:0] in VCAP_ENTRY_DAT and write zeros to bit-positions [n-1:0] in VCAP_MASK_DAT.
In this way, type-group field value 1 becomes match-1 and 0 becomes match-O0.

Fill the remainder of VCAP_ENTRY_DAT and VCAP_MASK_DAT with appropriate entry data. There will be room
for (entry width — type-group width) additional bits of entry data.

Use the following procedure for each address is that is part of an action.

1.

Use the action’s current address offset and size to find the appropriate type-group field and associated field-width
by using the action type-group table for the VCAP. Skip step 2 if action type-group is not applicable for the VCAP.
Insert the action type-group field into the cache. For a type-group field width of n. Write the value of the type-
group field to bit positions [n-1:0] in VCAP_ACTION_DAT.

Fill the remainder of VCAP_ACTION_DAT with appropriate action data. There will be room for (action width —
type-group width) additional bits of action data.

Counters never use type-group encoding.

293 INDIVIDUAL VCAPS

This section provides detailed information about the individual VCAPs; VCAP CLM, VCAP 1S2, VCAP LPM, and VCAP
ESO. The CLM, IS2, and LPM VCAPs share resources. For more information, see Section 2.9.1.3, "Sharing
Resources".

2.9.3.1 VCAP CLM

The following table lists the parameters that apply to the VCAP CLM.
TABLE 2-44: VCAP CLM PARAMETERS

Parameter Description

Number of VCAP addresses 4,096 per block that is allocated to this VCAP

Width of entry 36 bits per address
Width of action 70 bits per address
Counter type 1-bit saturating counter
Supported entry sizes X1, X2, X4, X8, and X16
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TABLE 2-44: VCAP CLM PARAMETERS (CONTINUED)
Parameter Description

Supported action sizes X1, X2, X4

Associated register target VCAP_SUPER

The type-group field must be inserted into entries when programming rules, because the VCAP CLM supports more
than one entry size.

TABLE 2-45: VCAP CLM ENTRY TYPE-GROUP FIELDS
Address Offset Size Entry Type Description
Group
0 X1 0b1 Software must insert 1 bit with the value 1 into first address of
all X1 entries.
0 X2 0b10 Software must insert 2 bit with the value 2 into first address of
all X2 entries.
0 X4 0b100 Software must insert 3 bit with the value 4 into first address of
all X4 entries.
0 X8 0b1000 Software must insert 4 bit with the value 8 into first address of
all X8 entries.
0 X16 0b10000 Software must insert 5 bit with the value 16 into first address
of all X16 entries.
1,3,5,7,9, 11,13, 0b0 Software must insert 1 bit with the value 0 into uneven
and 15 addresses of all entries.
2,6,10, and 14 0b00 Software must insert 2 bit with the value 0 into addresses 2, 6,
10, and 14 of all entries.
4 and 12 0b000 Software must insert 3 bit with the value 0 into addresses 4
and 12 of all entries.
8 0b0000 Software must insert 4 bit with the value 0 into addresses 8 of
all entries.

The type-group field must be inserted into actions when programming rules, because the VCAP CLM supports more
than one action size.

TABLE 2-46: VCAP CLM ACTION TYPE-GROUP FIELDS

Address Offset Size Action Type Group Description

0 X1 0b1 Software must insert 1 bit with the value 1 into first
address of all X1 actions.

0 X2 0b10 Software must insert 2 bit with the value 2 into first
address of all X2 actions.

0 X4 0b100 Software must insert 3 bit with the value 4 into first
address of all X4 actions.

1and 3 0b0 Software must insert 1 bit with the value 0 into
uneven addresses of all actions.

2 0b00 Software must insert 2 bit with the value 0 into
address 2 of all actions.

It is possible to calculate the distribution of entry and action bits in the VCAP CLM based on entry and action widths,

together with the type-group field-widths.

TABLE 2-47: VCAP CLM ENTRY/ACTION BIT DISTRIBUTION
Address offset X1 X2 X4 X8 X16
0 e[34:0], e[33:0], e[32:0], e[31:0] e[30:0]
a[68:0] a[67:0] a[66:0]
1 e[68:34], e[67:33], e[66:32] e[65:31]
a[136:68] a[135:67]
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TABLE 2-47: VCAP CLM ENTRY/ACTION BIT DISTRIBUTION (CONTINUED)
Address offset X1 X2 X4 X8 X16
2 e[101:68], €[100:67] €[99:66]
a[203:136]
3 e[136:102], e[135:101] e[134:100]
a[272:204]
4 e[168:136] e[167:135]
5 e[203:169] e[202:168]
6 e[237:204] €[236:203]
7 e[272:238] e[271:237]
8 e[303:272]
9 e[338:304]
10 e[372:339]
11 e[407:373]
12 e[440:408]
13 e[475:441]
14 e[509:476]
15 e[544:510]

The VCAP CLM implements default rules. When submitting a key to the VCAP CLM, the analyzer simultaneously
decides which default rule to hit if the key does not match any entries in the VCAP. If no resources (blocks) are
assigned to VCAP CLM, there can be no matches. As a result, default rules will be hit.

TABLE 2-48:

VCAP CLM DEFAULT RULE ADDRESSES

VCAP

Number of
Default Rules

Address

CLMO |114 Starting address of CLMO default rule number n is (32,768 + n x 16).
CLM1 [114 Starting address of CLM1 default rule number n is (34,592 + n x 16).
CLM2 |114 Starting address of CLM2 default rule number n is (36,416 + n x 16).

2932 VCAP 1S2

The following table lists the parameters that apply to the VCAP 1S2.

TABLE 2-49:

VCAP IS2 PARAMETERS

Parameter

Description

Number of VCAP addresses

4,096 per block that is allocated to this VCAP

Width of entry

36 bits per address

Width of action

70 bits per address

Counter-type 1-bit saturating counter
Supported entry sizes X4, X8, X16

Supported action sizes X4

Associated register target VCAP_SUPER

The type-group field must be inserted into entries when programming rules, because the VCAP IS2 supports more
than one entry size.

TABLE 2-50: VCAP IS2 ENTRY TYPE-GROUP FIELDS
Address Offset Size Entry Description
Type-Group
0 X4 0b1 Software must insert 1 bit with the value 1 into first address of
all X4 entries.
0 X8 0b10 Software must insert 2 bit with the value 2 into first address of
all X8 entries.
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TABLE 2-50: VCAP IS2 ENTRY TYPE-GROUP FIELDS (CONTINUED)
Address Offset Size Entry Description
Type-Group
0 X16 0b100 Software must insert 3 bit with the value 4 into first address of
all X16 entries.
1,2,3,5,6,7,9, 10, Software must not insert type-group into addresses 1, 2, 3, 5, 6,
11,13, 14, and 15 7,9, 10, 11, 13, 14, and 15 for entries.
4 and 12 0b0 Software must insert 1 bit with the value 0 into addresses 4 and
12 of all entries.
8 0b00 Software must insert 2 bits with the value 0 into address 8.

Because only one action size is supported by the VCAP IS2, no type-group is inserted into actions when programming

rules.

It is possible to calculate the distribution of entry and action bits in the VCAP IS2 based on entry and action widths
together with the entry type-group field width.

TABLE 2-51: VCAP IS2 ENTRY/ACTION BIT DISTRIBUTION
Address Offset X4 X8 X16
0 e[34:0], a[69:0] |e[33:0] e[32:0]
1 e[70:35], e[69:34] e[68:33]
a[139:70]
2 e[106:71], e[105:70] e[104:69]
a[209:140]
3 e[142:107], e[141:106] e[140:105]
a[279:210]
4 e[176:142] e[175:141]
5 e[212:177] e[211:176]
6 e[248:213] e[247:212]
7 e[284:249] €[283:248]
8 e[317:284]
9 e[353:318]
10 €[389:354]
11 e[425:390]
12 €[460:426]
13 €[496:461]
14 e[532:497]
15 e[568:533]

The VCAP IS3 has 58 default rules. The address of default rule number n is (38240 + 16 x n). When submitting a key
to the VCAP 1S2, the analyzer simultaneously determines which default rule to hit if the key does not match any
entries. If no resources (blocks) were assigned to VCAP 1S2, there can be no matches and default rules will be hit.

2933

TABLE 2-52:

VCAP LPM

The following table lists the parameters that apply to the VCAP LPM.
VCAP LPM PARAMETERS

Parameter

Description

Number of VCAP addresses

4,096 per block that is allocated to this VCAP

Width of entry

36 bit per address

Width of action

70 bit per address

Counter-type

1 bit saturating counter

Supported entry sizes

X1, X2, X4, X8
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TABLE 2-52: VCAP LPM PARAMETERS (CONTINUED)

Parameter Description
Supported action sizes X1
Associated register target VCAP_SUPER

The type-group field must be inserted into entries when programming rules, because the VCAP LPM supports more
than one entry size.

TABLE 2-53: VCAP LPM ENTRY TYPE-GROUP FIELDS

Address Offset Size Entry Type Group Description

0 X1 0b1 Software must insert 1 bit with the value 1 into first
address of all X1 entries.

0 X2 0b10 Software must insert 2 bit with the value 2 into first
address of all X2 entries.

0 X4 0b100 Software must insert 3 bit with the value 4 into first
address of all X4 entries.

0 X8 0b1000 Software must insert 4 bit with the value 8 into first
address of all X8 entries.

1,3,5,and 7 0b0 Software must insert 1 bit with the value 0 into
uneven addresses of all entries.

2 and 6 0b00 Software must insert 2 bit with the value 0 into
addresses 2 and 6 of all entries.

4 0b000 Software must insert 3 bit with the value 0 into
addresses 4 of all entries.

Because only one action size is supported by the VCAP LPM, no type-group is inserted into actions when program-
ming rules.

It is possible to calculate the distribution of entry and action bits in the VCAP LPM based on entry and action widths
together with the entry type-group field width.

TABLE 2-54: VCAP LPM ENTRY/ACTION BIT DISTRIBUTION

Address Offset X1 X2 X4 X8

0 e[34:0], a[69:0] |e[33:0] e[32:0] e[31:0]

1 e[68:34] e[67:33] e[66:32]

2 e[101:68] e[100:67]
3 e[136:102] e[135:101]
4 e[168:136]
5 e[203:169]
6 e[237:204]
7 e[272:238]

The VCAP LPM does not implement default rules. If the key does not match any entries, or if no resources (blocks) are
assigned to the VCAP LPM, routing lookups are treated as misses.

2934 VCAP ESO

The amount of resources in the VCAP ESO depends on the device. VSC7438-02 has 2,048 addresses available, and
VSC7464-02 and VSC7468-02 have 4,096 addresses available.

The following parameters apply to the VCAP ESO.
TABLE 2-55: VCAP ES0 PARAMETERS
Parameter Description

Number of VCAP addresses VSC7438-02 has 2,048. VSC7464-02 and
VSC7468-02 have 4,096.

Width of entry 35 bits per address.
Width of action 285 bits per address.
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TABLE 2-55: VCAP ES0 PARAMETERS (CONTINUED)

Parameter Description
Counter-type 1-bit saturating counter.
Supported entry sizes X1.

Supported action sizes X1.
Associated register target VCAP_ESO.

The type-group field is not used when programming entries and actions, because VCAP ESO supports only one entry
size and one action size.

The following table shows the distribution of entry and action bits in the VCAP ESO.

TABLE 2-56: VCAP ES0 ENTRY/ACTION BIT DISTRIBUTION
Address Offset X1

0 €[29:0], a[284:0]

The VCAP ESO has 53 default rules. The address of default rule number n is (4,096 + n). When submitting a key to the
VCAP ESO, the rewriter simultaneously decides which default rule to hit if the key does not match any entries in the
VCAP.

294 VCAP PROGRAMMING EXAMPLES
This section provides examples of programming VCAP CLM and VCAP ESO.

29.4.1 Writing a Wide CLM Rule

This example shows how to write a CLM X4 rule, consisting of an X2 TRI_VID entry and an X4 FULL action, to the
CLM1 VCAP. In this example, the second and third blocks of VCAP resources have already been mapped to CLM1.

When the second and third resource blocks are mapped to CLM1, it then owns VCAP address range 4096-12287. An
X4 rule must be placed on an address inside memory owned by CLM1 and starting addresses must be divisible by
four, because it is an X4 rule. In this example, the X4 rule is written to addresses 4484-4487.

Software is expected to track memory usage so that it only writes to VCAP memory that does not already contain
active rules. Deleting of rules is done by initializing the associated addresses.

The X2 TRI_VID entry is 69 bits wide. The X4 FULL action is 250 bits wide. For information about how to build a FULL
action, see Section 2.12.7, "VCAP CLM Actions". For information about how to build a TRI_VID entry, see Section
2.12.3, "VCAP CLM X2 Key Details".

Each address holds 36 bits of entry data/mask, but some of them are used for type-group fields. For more information

about TRI_VID’s entry type-group field and entry bit-ranges for address offset 0 and 1, Table 2-45 and Table 2-47. The
results are shown in the following table.

TABLE 2-57: CLM X2 ENTRY TYPE-GROUP AND DISTRIBUTION SUMMARY

Address Type-Group Field Entry Data/Mask Range
1412 0b10 [33:0]
1413 0b0 [68:34]

Note: The TRI_VID entry completely fills available entry space. If it had been less than 69 bits wide, then MSBs
at address offset 1 would have been treated as Match-0.

Each address holds 64 bits of action, but some of them are used for type-group fields. For more information the FULL’s

action type-group field and the action bit ranges for all four address offsets, see Table 2-45 and Table 2-46. The results
are shown in the following table.

TABLE 2-58: CLM X4 ENTRY TYPE-GROUP AND DISTRIBUTION SUMMARY

Address Type-Group Field Entry Data/Mask Range
1412 0b100 [66:0]
1413 0b0 [135:67]
1414 0b00 [203:136]
1415 0b0 [249:204]

The FULL action is only 250 bits wide, so bits [272:250] of address offset 3 must be treated as zeros.
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Software must write the highest address offset first and work down to the lowest address offset.

2.9.4.1.1 Writing Address Offset 3 of X4 Rule

Software is not allowed to modify the cache while VCAP operation is ongoing. Always check if VCAP_UPDATE_C-
TRL.UPDATE_SHOT is cleared before starting to modify the cache. If a previous operation is still ongoing, wait for the
UPDATE_SHOT to clear.

When a new rule is started, first clear cache’s entry, action, and counter by setting
VCAP_UPDATE_CTRL.CLEAR _CACHE =1.

The TRI_VID entry is an X2 entry and not part of address offset 3. The entry at this address must be set to Match-off.
This has already been achieved by clearing of the cache.

The FULL action is not so wide that it needs a third VCAP_ACTION_DAT replication, so the third VCAP_ACTION_DAT
replication must be set to zero, which was already achieved by clearing the cache.

Write action to cache: VCAP_ACTION_DAT[1][31:0] = zero-extend(action[249:235]),
VCAP_ACTION_DAT[0][31:1] = action[234:204], and VCAP_ACTION_DATI0][0] = 0, because typegroup
field for the X4 CLM action at address offset 3 is 0b0.

Write cache to VCAP memory by setting VCAP_UPDATE_CTRL = (4](1415<<3)).

2.9.4.1.2 Writing Address Offset 2 of X4 Rule
Wait for VCAP_UPDATE_CTRL.UPDATE_SHOT to clear.

The TRI_VID entry is an X2 entry and is not part of address offset 2, the entry at this address must be set to Match-off.
This has already been achieved by clearing of the cache during write of address offset 3.

Write action to cache: VCAP_ACTION_DAT[2][31:0] = zero-extend(action[203:198]),
VCAP_ACTION_DAT[1][31:0] = action[197:166], VCAP_ACTION_DAT[0][31:2] = action[165:136], and
VCAP_ACTION_DAT[0][1:0] = 0, because type-group field for the X4 CLM action at address offset 2 is
0b00.

Write cache to VCAP memory by setting VCAP_UPDATE_CTRL = (4](1414<<3)).

2.9.4.1.3 Writing Address Offset 1 of X4 Rule

Wait for VCAP_UPDATE_CTRL.UPDATE_SHOT to clear.

Write entry data to cache: VCAP_ENTRY_DAT[1][31:0] = zero-extend(entry data[68:65]),
VCAP_ENTRY_DAT[0][31:1] = entry data[64:34], and VCAP_ENTRY_DATI[O0][0] = O, because typegroup
field for the X2 CLM entry at address offset 1 is Ob0.

Write entry mask to cache: VCAP_MASK_DAT[1][31:0] = zero-extend(entry mask[68:65]),
VCAP_MASK_DATI[0][31:1] = entry mask[64:34], and VCAP_MASK_DATI[0][0] = 0, because type-group
field must not be don’t-cared.

Write action to cache: VCAP_ACTION_DAT[2][31:0] = zero-extend(action[135:130]),
VCAP_ACTION_DAT[1][31:0] = action[129:98], VCAP_ACTION_DAT[0][31:1] = action[97:67], and
VCAP_ACTION_DATI0][0] = 0, because type-group field for the X4 CLM action at address offset 1 is
0b0.Write cache to VCAP memory by setting VCAP_UPDATE_CTRL = (4](1413<<3)).

2.9.4.1.4 Writing Address Offset 0 of X4 Rule

Wait for VCAP_UPDATE_CTRL.UPDATE_SHOT to clear.

Write entry data to cache: VCAP_ENTRY_DAT[1][31:0] = zero-extend(entry data[33:30]),
VCAP_ENTRY_DAT[0][31:2] = entry data[29:0], and VCAP_ENTRY_DAT[0][1:0] = 2, because typegroup
field for the X2 CLM entry at address offset 0 is 0b10.

Write entry mask to cache: VCAP_MASK_DAT[1][31:0] = zero-extend(entry mask[33:30]),
VCAP_MASK_DATI[0][31:2] = entry mask[29:0], and VCAP_MASK_DAT[0][1:0] = 0, because type-group
field must not be don’t-cared.

© 2022 Microchip Technology Inc. and its subsidiaries DS00004427A-page 71



Jaguar-2

Write action to cache: VCAP_ACTION_DAT[2][31:0] = zero-extend(action[66:61]),
VCAP_ACTION_DAT[1][31:0] = action[60:29], VCAP_ACTION_DATI[0][31:3] = action[28:0], and
VCAP_ACTION_DATI[0][2:0] = 4, because type-group field for the X4 CLM action at address offset 0 is
0b100.

Write cache to VCAP memory by setting VCAP_UPDATE_CTRL = (4](1412<<3)).

Once VCAP_UPDATE_CTRL.UPDATE_SHOT is cleared, then the rule has been completely written to memory and
will be able to match TRI_VID keys applied to the CLM1 VCAP.

29.4.2 Writing an ESO Rule
This example shows how to write an ESO rule, consisting of ISDX entry and ESO action, to the VCAP ESO.

The ESO is not part of any resource sharing so it owns the entire address range 0-4095. In this example, the rule is
written to addresses 3215.

Software is expected to track memory usage so that it only writes to VCAP memory which does not already contain
active rules.

The ISDX entry is 35 bits wide and the action is 285 bits wide. For information about how to build a ISDX entry and
ESO action, see Section 2.27.5, "VCAP_ESO Lookup".
2.9.4.2.1 Writing a Rule to ESO

Software is not allowed to modify the cache while VCAP operation is ongoing. Always check if VCAP_UPDATE_C-
TRL.UPDATE_SHOT is cleared before starting to modify the cache. If a previous operation is still ongoing, then wait
for the UPDATE_SHOT to clear.

When a new rule is started, first clear cache’s entry, action, and counter by setting
VCAP_UPDATE_CTRL.CLEAR_CACHE = 1.

Write entry data to cache: VCAP_ENTRY_DAT[1][2:0] = entry data[34:32] and
VCAP_ENTRY_DAT[0][31:0] = entry data[31:0].

Write entry mask to cache: VCAP_MASK_DAT[1][2:0] = entry mask[34:32] and
VCAP_MASK_DATI[0][31:0] = entry mask[31:0].

Write action to cache: VCAP_ACTION_DATI[8][31:0] = zero-extend(action[284:256]),
VCAP_ACTION_DAT[7][31:0] = action[255:224], VCAP_ACTION_DATI[6][31:0] = action[223:192],
VCAP_ACTION_DAT[5][31:0] = action[191:160], VCAP_ACTION_DATI[4][31:0] = action[159:128],
VCAP_ACTION_DAT[3][31:0] = action[127:96], VCAP_ACTION_DAT[2][31:0] = action[95:64],
VCAP_ACTION_DAT[1][31:0] = action[63:32], and VCAP_ACTION_DAT[0][31:0] = action[31:0].
Enable the rule by setting VCAP_RULE_ENA = 1.

Write cache to VCAP memory by setting VCAP_UPDATE_CTRL = (4](3215<<3)).

After VCAP_UPDATE_CTRL.UPDATE_SHOT is cleared, the rule is completely written to memory and will be able to
match ISDX keys applied to the VCAP ESO.

210 Pipeline Points

This section describes the use of pipeline points in the processing flow through the switch core. A pipeline point
defines a specific position in the processing flow where frames can be injected, extracted, discarded, or looped. These
actions are special, because they define either a starting point (inject) or an ending point (extract, discard, loop) in the
processing flow. A starting point identifies the point in the processing flow where the processing of the frame begins.
Similarly, an ending point identifies the point in the processing flow where the processing of the frame ends.

Frames subject to one of the actions injection, extraction, discarding, or looping, are assigned the associated pipeline
point as well as a pipeline action defining what caused the pipeline point to be triggered. All frames are physically
passed through all blocks of the processing flow, but each frame's pipeline point control determines whether it is
actively processed in a given block or passed transparently to the next block; this includes which counters and policers
are active.

The logical processing flow for a frame is shown in the following illustration. As an example of how the pipeline points
affect the processing flow, consider a frame being discarded by the VLAN acceptance filter in the basic classification.
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The frame is assigned the ANA_CL pipeline point, and it is therefore not service classified and hence not service
policed nor counted in the service statistics. For information about how the pipeline points affect policers and statistics,
see Section 2.20.2, "Policing".

The processing flow illustrates the different functional blocks that exist for UNI, E-NNI, and NNI ports. Not all blocks are
at the same time applicable to a frame, for instance, a frame can only be processed by at most one Protect Select/Kill
block. However, other frames may use the other blocks.

The lower part of the illustration shows typical MIP and MEP placements for a UNI or E-NNI flow and for a NNI flow.

FIGURE 2-11: PROCESSING FLOW
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2.10.1 PIPELINE DEFINITIONS

The IFH fields IFH.MISC.PIPELINE_PT and IFH.MISC.PIPELINE_ACT carry the frame’s pipeline information (point
and action). By default, no pipeline points are triggered and both fields are set to 0. This implies that there are no
restrictions on the processing of the frame.
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The following table defines the available pipeline points in the analyzer and the rewriter.

TABLE 2-59: PIPELINE DEFINITIONS
L . Block/Mechanism That Uses o
Pipeline Point Pipeline Point Application
ANA_VRAP VRAP VRAP extraction point.
ANA_PORT_VOE | Port VOE Port VOE extraction/discard point.

ANA_CL

Basic classifier

Filter discard point/CPU injection point with software con-
figured IFH.

ANA_CLM

VCAP CLM/service classification

CPU injection point with software configured IFH including
service classification. Extraction point related to services.

ANA_IPT_PROT

IPT protection point

Protection discard point for e.g. LAG protection (where pro-
tection discard is done before Down MEPSs) controlled by
port VOE.

lyzer/VOP

ANA_OU_MIP Outer OAM half-MIP located in ana- | Extraction/copy/injection point for analyzer half-MIP for:
lyzer * UNI-N: Subscriber MIP
* E-NNI: EVC MIP
ANA_OU_SW Outer software MEP with extraction | SW MEP located between the VOEs and the port for:
controlled by VCAP IS2 + Extraction point for SW Down-MEP
* Injection point for SW Up-MEP
ANA_OU_PROT | Outer protection point controlled by | Protection discard point controlled by IPT for NNI protec-
IPT tion
ANA _OU_VOE Outer OAM VOE located in ana- Outer VOE pipeline point for:

* UNI: EVC OAM injection
* E-NNI: OVC OAM Injection
* NNI: Path OAM Extraction

ANA_MID_PROT

Middle protection point located
between outer and inner VOE con-
trolled by IPT

Protection discard point for path protection controlled by
path MEP.

VOP

ANA_IN_VOE Inner OAM VOE located in ana- Inner VOE pipeline point for:
lyzer/VOP * UNI: OVC OAM injection
* NNI: EVC/OVC OAM segment extraction
ANA_IN_PROT Inner protection point located after | Protection discard point. Frames are discarded after the
inner VOE controlled by IPT VOEs used for discarding which exit an inactive EVC Seg-
ment
ANA_IN_SW Inner software MEP with extraction | SW MEP located between the VOEs and shared queue
controlled by VCAP IS2 system for:
« Extraction point for SW Down-MEP
* Injection point for SW Up-MEP
ANA_IN_MIP Inner OAM half-MIP located in ana- | Extraction/copy/injection point for analyzer half MIP for
lyzer NNI: EVC/OVC MIP.
ANA_VLAN Pipeline point associated with VLAN | Pipeline point for VLAN discard.
handling and forwarding
ANA_DONE Pipeline point after analyzer Injection point where analyzer is bypassed. Used for injec-
tion directly into rewriter.
REW_IN_MIP Inner OAM half-MIP located in Extraction/copy/injection point for rewriter half MIP function
rewriter for NNI: EVC/OVC MIP.
REW_IN_SW Inner software MEP located in SW MEP located between the shared queue system and
rewriter controlled by VCAP_ESO the VOEs for:
* Injection point for SW Down-MEP
« Extraction point for SW Up-MEP
REW_IN_VOE Inner OAM VOE located in rewriter/ | Inner VOE pipeline point for:

* UNI: OVC OAM extraction
* NNI: EVC/OVC OAM segment injection
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TABLE 2-59: PIPELINE DEFINITIONS (CONTINUED)
L . Block/Mechanism That Uses I
Pipeline Point Pipeline Point Application
REW_OU_VOE Outer OAM VOE in rewriter/VOP Outer VOE pipeline point for:
* UNI: EVC OAM extraction
* E-NNI: OVC OAM extraction
* NNI: Path OAM injection
REW_OU_SW Outer software MEP located in SW MEP located between the VOEs and the port for:
rewriter controlled by VCAP_ESO * Injection point for SW Down-MEP
* Extraction point for SW Up-MEP
REW_OU_MIP Outer OAM half-MIP located in Extraction/copy/injection point for rewriter half MIP function
rewriter for:
* UNI-N: Subscriber MIP
* E-NNI: EVC MIP
REW_SAT Service activation testing SAT loop point.

REW_PORT_VO
E

Port VOE in rewriter VOP

Port VOE injection point.

REW_VRAP

VRAP injection point

VRAP injection point.

TABLE 2-60:

The following table defines the pipeline actions associated with the pipeline point.
PIPELINE ACTIONS

Pipeline Action

Description

INJ

Set when CPU-injecting a frame into the processing flow at the associated pipeline point. The
processing starts at the associated pipeline point.

INJ_MASQ Set when CPU-injecting a frame masqueraded into the processing flow at the associated pipe-
line point. The processing starts at the associated pipeline point.

XTR Assigned to frames being redirected to the CPU. The processing ends at the associated pipe-
line point. Frames copied to the CPU are not assigned a pipeline point as the processing con-
tinues.

XTR_UPMEP Assigned to frames being extracted to the CPU by an Up MEP (VOE). The processing ends at

the associated pipeline point. Frames copied to the CPU are not assigned a pipeline point as
the processing continues.

XTR_LATE_REW

Assigned to MPLS OAM frames by VCAP CLM to instruct the rewriter to terminate the pro-
cessing of the frame. The processing ends at the associated pipeline point.

LBK_ASM

Assigned by Up MEPs (VOE) requiring the frame to be looped. This action implies that the pro-
cessing in the rewriter is ended at the associated pipeline point and that the processing in the
analyzer after looping the frame starts at the corresponding analyzer pipeline point.

LBK_QS

Assigned by Down MEPs (VOE) requiring the frame to be looped. This action implies that the
processing in the analyzer is ended at the associated pipeline point and that the processing in
the rewriter after looping the frame starts at the corresponding rewriter pipeline point.

Note:

A frame cannot be assigned both a starting point and an ending point at the same side of the queue system.

For instance, a frame cannot be injected in the analyzer at ANA_CLM and then extracted at ANA_IN_SW.
However, a frame can be injected in the analyzer and then extracted in the rewriter.

2.1

Analyzer

The following sections provides information about the functional aspects of the analyzer (ANA). The analyzer evokes
different actions based on the contents of the frame fields. The analyzer is organized into the following blocks.

* VCAP CLM: VCAP Classification matching—keys and actions

* ANA_CL: Analyzer classifier

* ANA_L3: VLAN and MSTP

» VCAP LPM: VCAP longest prefix matching—keys and actions

* ANA_L3: IP routing
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» VCAP IS2: VCAP Ingress Stage 2—keys and actions

* ANA_ACL: Access Control Lists

* ANA_L2: Analyzer Layer 2 forwarding and learning

* ANA_AC: Analyzer Actions—forwarding, policing, statistics

2.111 INITIALIZING THE ANALYZER

Before the analyzer can be configured, the RAM-based configuration registers must be initialized by setting
ANA_AC:RAM_CTRL:RAM_INIT.RAM_ENA and ANA_AC:RAM_CTRL:RAM_INIT.RAM_INIT to 1.

The ANA_AC:RAM_CTRL:RAM_INIT.RAM_INIT register is reset by hardware when initialization is complete.
For information about initializing VCAP CLM, VCAP 1S2, and VCAP LPM, see Section 2.9.1.4, "Bringing Up VCAP".

212 VCAP CLM Keys and Actions

The VCAP CLM is part of the analyzer and enables frame classification using VCAP functionality. This section provides
an overview of all available VCAP CLM keys, followed by information about each key and action.

For information about how to select which key to use and how the VCAP CLM interacts with other parts of the analyzer
classifier, see Section 2.13.2, "VCAP CLM Processing".

VCAP CLM supports a number of different keys that can be used for different purposes. The keys are of type X1, X2,
X4, X8, or X16, depending on the number of words each key uses. The keys are grouped after size as shown in the fol-
lowing table.

TABLE 2-61: VCAP CLM KEYS AND SIZES

Key Name Key Size Number of Words Key Type
SGL_MLBS 35 bits 1 word X1 type
TRI_VID 69 bits 2 words X2 type
DBL_MLBS 68 bits
TRI_VID_IDX 69 bits
MLL 136 bits 4 words X4 type
TRI_MLBS 129 bits
PURE_5TUPLE_IP4 137 bits
CUSTOM_4 136 bits
LL_FULL 272 bits 8 words X8 type
NORMAL 266 bits
NORMAL_5TUPLE_IP4 | 255 bits
CUSTOM_2 272 bits
NORMAL_7TUPLE 536 bits 16 words X16 type
CUSTOM_1 527 bits

2121 KEYS OVERVIEW

The following table lists all VCAP CLM keys and fields and provides a quick overview of which fields are available in
which keys.
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When programming an entry in VCAP CLM, the associated key fields listed must be programmed in the listed order
with the first field in the table starting at bit 0 in the entry.

TABLE 2-62: VCAP CLM KEY OVERVIEW
< 3
a =
0w (X0 mmvl_l_llﬂwlgx—l
2223 _ 9zs225=sk+=
Field Name Short Description Size f E| g f' EI 5 E g w E B 9 - 9
= ENEEE P EEE
o Ea FWO ‘E‘ O g o
2 g 2
=z
X2_TYPE X2 type (each entry uses 2 words) | 2 X | X |X
X4_TYPE X4 type (each entry uses 4 words) 2 X X |X |X
X8 _TYPE X8 type (each entry uses 8 words) |2 X [X | X |X
X16_TYPE X16 type (each entry uses 16 words) | 1 X | X
FIRST Set for first lookup 1 X X |X |X X X [X X [X X [X|X|[X
IGR_PORT Ingress port number 6 X X X
G _IDX_IS_SERVICE Set if G_IDX is set to ISDX 1 X X | X X X [X X |X
G_IDX Generic index 12 X X | X X | X |[X X X
IGR_PORT_MASK_- Mode selector for 2 X | X X
SEL IGR_PORT_MASK
IGR_PORT_MASK Ingress port mask 53 X |X X
L2 MC Multicast DMAC address 1 X | X X
L2 BC Broadcast DMAC address 1 X | X X
TPIDO TPID identifier from first tag 3 X | X X X X |X X
PCPO PCP from first tag 3 X X X |X X
DEIO DEI from first tag 1 X X X |X X
VIDO VID from first tag 12 X | X X X X |X X
TPID1 TPID identifier from second tag 3 X | X X X | X |[x X
PCP1 PCP from second tag 3 X X X |X X
DEI1 DEI from second tag 1 X X X |X X
VID1 VID from second tag 12 X | X X X X |X X
TPID2 Tag protocol identifier from third tag | 3 X | X X X |X X
PCP2 PCP from third tag 3 X X X |X X
DEI2 DEI from third tag 1 X X X |X X
VID2 VID from third tag 12 X | X X X |X X
DST_ENTRY Set if destination entry 1 X
L2 DMAC Destination MAC address 48 X X X
L2 _SMAC Source MAC address 48 X X | X X
ETYPE_MPLS EtherType identifier X
ETYPE_FULL EtherType identifier X
IP_MC Multicast DIP address 1 X | X X
ETYPE_LEN ETYPE encoded frame 1 X | X X
ETYPE EtherType, overloaded for other 16 X | X X
frame types
IP_SNAP IP or SNAP frame 1 X | X X
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TABLE 2-62: VCAP CLM KEY OVERVIEW (CONTINUED)
< 3
a =
0w X0 wmvl_l_llﬂwlgx—l
2223 _ 9zs225=sk+=
Field Name Short Description Size f E| g f' EI 5 E g w E B 8 - 8
oF =@ #5422 8 <§r‘ 8
o Ea FWO Iogzo
2 g 2
=z
1P4 IPv4 frame 1 X [x |x X
LBLO Label from MPLS Label Stack entry 0|20 | x X X
TCO TC bits from MPLS Label Stack entry | 3 X X
0
SBITO S-bit from MPLS Label Stack entry 0 | 1 X X X
TTLO_EXPIRY Set if TTL<=1 for MPLS Label Stack |1 X X X
entry 0
LBL1 Label from entry 1 120 x| x|
TCA TC bits from entry 1 3 X X
SBIT1 S-bit from entry 1 i x| x|
TTL1_EXPIRY Set if TTL<=1 for entry 1 1 X X
LBL2 Label from entry 2 120 x|
TC2 TC bits from entry 2 3 X
SBIT2 S-bit from entry 2 x|
TTL2_EXPIRY Set if TTL<=1 for entry 2 1 X
RSV _LBL_VAL Reserved label value 4 x|
CW_ACH CW/ACH after label with S-bit set 32 X
RSV_LBL_POS Reserved label position 3 x| x|
L3_FRAGMENT Fragmented IPv4 frame 1 X X X |X X
L3 FRAG_OFS_GTO Frame is not the first fragment 1 X X x| x X
L3_OPTIONS IPv4 frame with options 1 X X X |X X
L3 DSCP Frame’s DSCP value 6 X X x x X
L3_IP4_DIP Destination IP address 32 X X X
L3 IP4_SIP SIP address, overloaded for other 132 X X x x
frame types
L3 _IP6_DIP Destination IP address 128 X
L3_IP6_SIP Source IP address 128 X
L3 IP_PROTO IP protocol / next header 8 X X
TCP_UDP TCP/UDP frame 1 X [ x |x X
TCP TCP frame 1 X [ x |x X
L4 SPORT TCP/UDP source port 16 X | X X
L4 RNG Range checker mask 8 X X |X X
IP_PAYLOAD_5TUPLE | Payload bytes after IP header 32 X X
OAM_Y1731 Set if frame’s EtherType = 0x8902 1 X
OAM_MEL_FLAGS Encoding of MD level/MEG level 7 X
(MEL)
CUSTOM1 64 bytes payload 512 X X
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TABLE 2-62: VCAP CLM KEY OVERVIEW (CONTINUED)

<
3 S
(2] ém w;ﬂ'l_l_IHng‘—l
2223 _ 9zs225=sk+=
Field Name Short Description Size = | g El d = E ,9 w E B 8 - 8
JE a2 bn Jo Jogn
OF = m o = = = =)
o Eao FUWO Iogzo
=) ¢ |9
o o =z
=z
CUSTOM2 32 bytes payload 256 X X
CUSTOM4 15 bytes payload 120 X
2.12.2 VCAP CLM X1 KEY DETAILS
The SGL_MLBS key is the only X1 key, so it does not have a type field.
The following table lists details about the fields applicable to the SGL_MLBS key.
TABLE 2-63: VCAP CLM X1 KEY DETAILS
)]
m
|
Field Name Description Size =,
-
(O]
n
FIRST Selects between entries relevant for first and second lookup. Set for first lookup, 1 X
cleared for second lookup.
G_IDX Generic index used to bind together entries across VCAP CLM lookups. 12 X
G_IDX is calculated based on fields in VCAP CLM action from previous VCAP CLM
lookup:
NXT_IDX_CTRL.
NXT_IDX.
Default value is configurable in ANA_CL::CLM_MISC_CTRL.CLM_GIDX_DEF_SEL.
Can be zero, logical port number, or masqueraded port number.
LBLO MPLS Label Stack entry O - Label (Top Label). 20
SBITO MPLS Label Stack entry 0 - S-bit (Top Label). 1 X
TTLO_EXPIRY | Setif TTL<=1 for MPLS Label Stack entry 0. 1
2123 VCAP CLM X2 KEY DETAILS

The X2 keys include an X2_TYPE field, which is used to tell the difference between the keys. It takes a unique value
for each key. The following table lists details about the fields applicable to these keys.

TABLE 2-64: VCAP CLM X2 KEY DETAILS

X
o @8
. - . S 2
Field Name Description Size | _ = S
Ed .
o g
X2_TYPE X2 type: 2 X X |X
0: TRL_VID
1: DBL_MLBS
2: Reserved
3: TRI_VID_IDX
FIRST Selects between entries relevant for first and second lookup. Set for first 1 X X |X
lookup, cleared for second lookup.
IGR_PORT Logical ingress port number retrieved from 6 X
ANA_CL::PORT_ID_CFG.LPORT_NUM.
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TABLE 2-64: VCAP CLM X2 KEY DETAILS (CONTINUED)

x

o @8

S 2o

Field Name Description Size | _ = S
Fa -

2 E

G_IDX Generic index used to bind together entries across VCAP CLM lookups. 12 X | X
G_IDX is calculated based on fields in VCAP CLM action from previous VCAP
CLM lookup:

NXT_IDX_CTRL.

NXT_IDX.

Default value is configurable in ANA_CL::CLM_MISC_CTRL.CLM_GIDX-
_DEF_SEL. Can be zero, logical port number, or masqueraded port number.

TPIDO Tag protocol identifier of the frame’s first tag (outer tag): 3 X X

0: Untagged.

1: 0x8100.

4: Ox88A8.

5: Custom value 1.
6: Custom value 2.
7: Custom value 3.

PCPO By default PCP from frame but it is selectable per lookup in VCAP CLM 3 X
whether to use the current classified PCP instead (ANA_CL::ADV_-
CL_CFG.USE_CL_TCIO_ENA).

DEIO By default DEI from frame but it is selectable per lookup in VCAP CLM whether | 1 X
to use the current classified DEI instead (ANA_CL::ADV_CL_CFG.USE_CL_T-

CIO_ENA).

VIDO By default VID from frame but it is selectable per lookup in VCAP CLM whether | 12 X X
to use the current classified VID instead (ANA_CL::ADV_CL_CFG.USE_CL_T-
CIO_ENA).

For untagged frames, VIDO is set to 0.

TPID1 Tag protocol identifier of the frame’s second tag (tag after outer tag): 3 X X
0: No second tag.

1: 0x8100.

4: Ox88A8.

5: Custom value 1.
6: Custom value 2.
7: Custom value 3.

PCP1 Frame’s PCP from second tag. 3 X

DEI1 Frame’s DEI from second tag. 1 X

VID1 Frame’s VID from second tag. 12 X
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TABLE 2-64:

VCAP CLM X2 KEY DETAILS (CONTINUED)

Field Name

TPID2

Description

Tag protocol identifier of the frame’s third tag:
0: No third tag.

1: 0x8100.

4: Ox88A8.

5: Custom value 1.

6: Custom value 2.

7: Custom value 3.

Overloading for TRI_VID:

For OAM Y.1731 frames (ETYPE_FULL = 5) without a third tag (TPID2 = 0),
VID2[6:0] is set to OAM MEL flags:

Encoding of MD level/MEG level (MEL). One bit for each level where lowest
level encoded as zero.

The following keys can be generated:

MEL = 0: 0b0000000.

MEL = 1: 0b0000001.

MEL = 2: 0b0000011.

MEL = 3: 0b0000111.

MEL = 4: 0b0001111.

MEL = 5: 0b0011111.

MEL = 6: 0b0111111.

MEL = 7: 0b1111111.

Together with the mask, the following types of rules can be created:

Exact match. Fx. MEL = 2: 0b0000011.

Below. Fx. MEL< = 4: 0b0O00XXXX.

Above. Fx. MEL> = 5: ObXX11111.

Between. Fx. 3< = MEL< = 5: 0b00XX111,

where “X” means don't care.

Size

TRI_VID
DBL_MLBS
TRI_VID_IDX

x

x

PCP2

Frame’s PCP from third tag.

DEI2

Frame’s DEI from third tag.

VID2

Frame’s VID from third tag.

ETYPE_FULL

EtherType identifier:

: IPv4frame (EtherType = 0x0800).

: IPv6 frame (EtherType = 0x86DD).

: Downstream assigned label (EtherType = 0x8847).
: Upstream assigned label (EtherType = 0x8848).

: LCC/SNAP (EtherType < 0x0600).

: OAM Y.1731 (EtherType = 0x8902).

: (R)ARP (EtherType = 0x0806 or 0x8035).

7: Other.

O, WN -0

X | X | X | X

LBLO

MPLS Label Stack entry O - Label (Top Label).

20

TCO

MPLS Label Stack entry 0 - TC bits (Top Label).

SBITO

MPLS Label Stack entry 0 - S-bit (Top Label).

TTLO_EXPIRY

Set if TTL< = 1 for MPLS Label Stack entry 0.

LBL1

MPLS Label Stack entry 1 - Label.

TC1

MPLS Label Stack entry 1 - TC bits.

SBIT1
TTL1_EXPIRY

MPLS Label Stack entry 1 - S-bit.
Set if TTL< = 1 for MPLS Label Stack entry 1.

X | X | X | X | X | X |X|X
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TABLE 2-64: VCAP CLM X2 KEY DETAILS (CONTINUED)

Field Name Description Size

TRI_VID
DBL_MLBS
TRI_VID_IDX

x
x

RSV_LBL_POS Reserved label position: 3
0: Reserved label at position 0 seen or skipped.

1: Reserved label at position 1 seen or skipped.

2: Reserved label at position 2 seen or skipped.

3: Reserved label at position 3 seen.

4: Reserved.

5: No reserved label seen.

Label at top of stack is position 0, followed by 1, 2, and 3.

In order for a reserved label to be skipped, either ANA_CL::MPLS_RSV_L-
BL_CFG[<label>].RSVD_LBL_SKIP_ENA or ANA_CL::MPLS_MIS-
C_CFG.CLM_RSVD_LBL_SKIP_ENA[<clm idx>] must be set.

OAM_Y1731 Set if frame’s EtherType = 0x8902. 1 X

OAM_MEL_- Encoding of MD level/MEG level (MEL). One bit for each level where lowest |7 X
FLAGS level encoded as zero.

The following keys can be generated:

MEL=0: 0x0000000

MEL=1: 0x0000001

MEL=2: 0x0000011

MEL=3: 0x0000111

MEL=4: 0x0001111

MEL=5: 0x0011111

MEL=6: 0x0111111

MEL=7: 0x1111111

Together with the mask, the following kinds of rules may be created:
- Exact match. Fx. MEL=2: 0x0000011

- Below. Fx. MEL<=4: 0x000XXXX

- Above. Fx. MEL>=5: OxXX11111

- Between. Fx. 3<= MEL<=5: 0x00XX111,

where 'X' means don't care.

Overloading:

For non-Y1731 OAM frames (OAM_Y1731 = 0), OAM_MEL_FLAGS encodes
an EtherType identifier:

: IPv4frame (EtherType = 0x0800)

: IPv6 frame (EtherType = 0x86DD)

: Downstream assigned label (EtherType = 0x8847)
: Upstream assigned label (EtherType = 0x8848)

: LCC/SNAP (EtherType < 0x0600)

: (R)ARP (EtherType = 0x0806 or 0x8035)

: Reserved

: Other

NO A, WN -0
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2124 VCAP CLM X4 KEY DETAILS

The X4 keys include an X4_TYPE field, which is used to tell difference between the keys. It takes a unique value for
each key. The following table lists details about the fields applicable to these keys.

TABLE 2-65: VCAP CLM X4 KEY DETAILS

<
o
<
2
a0 2
Field Name Description Size | g =P o
o (&)
=)
o
X4 _TYPE X4 type: 2 X X |[X |X
0: MLL.
1: TRI_MLBS.
2: PURE_5TUPLE_IP4.
3: CUSTOM_4.
FIRST Selects between entries relevant for first and second lookup. Set for first |1 X X |X
lookup, cleared for second lookup.
IGR_PORT Logical ingress port number retrieved from 6 X

ANA_CL::PORT_ID_CFG.LPORT_NUM.

G_IDX_IS_SERVICE

Set if the VCAP CLM action from the previous VCAP CLM lookup speci-
fied ISDX to be used as G_IDX.

N
x
x

G_IDX

Generic index used to bind together entries across VCAP CLM lookups.
G_IDX is calculated based on fields in VCAP CLM action from previous
VCAP CLM lookup:

NXT_IDX_CTRL.

NXT_IDX.

Default value is configurable in ANA_CL::CLM_MISC_C-
TRL.CLM_GIDX_DEF_SEL. Can be zero, logical port number, or mas-
queraded port number.

TPIDO

VIDO

Tag protocol identifier of the frame’s first tag (outer tag):

0: Untagged.

1: 0x8100.

4: Ox88A8.

5: Custom value 1.

6: Custom value 2.

7: Custom value 3.

By default VID from frame but it is selectable per lookup in VCAP CLM
whether to use the current classified VID instead (ANA_CL::ADV_-
CL_CFG.USE_CL_TCIO_ENA).

For untagged frames, VIDO is set to 0.

TPID1

Tag protocol identifier of the frame’s second tag (tag after outer tag):
0: No second tag.

1: 0x8100.

4: 0x88A8.

5: Custom value 1.

6: Custom value 2.

7: Custom value 3.

VID1

Frame’s VID from second tag.

12 X

L2_DMAC

Destination MAC address.

48 X

L2 SMAC

Source MAC address.

48 X
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TABLE 2-65: VCAP CLM X4 KEY DETAILS (CONTINUED)

<
o
o w ¥
- 9 o =
Field Name Description Size | g =2 o
Z 298
[ g O
=)
o
ETYPE_MPLS EtherType identifier: 2 X
0: Non-MPLS.
1: Downstream Assigned Label (EtherType = 0x8847).
2: Upstream Assigned Label (EtherType = 0x8848).
LBLO MPLS Label Stack entry O - Label (Top Label). 20 X
TCO MPLS Label Stack entry 0 - TC bits (Top Label). 3 X
SBITO MPLS Label Stack entry 0 - S-bit (Top Label). X
TTLO_EXPIRY Set if TTL<=1 for MPLS Label Stack entry 0. 1 X
LBL1 MPLS Label Stack entry 1 - Label. 20 X
TC1 MPLS Label Stack entry 1 - TC bits. 3 X
SBIT1 MPLS Label Stack entry 1 - S-bit. X
TTL1_EXPIRY Set if TTL<=1 for MPLS Label Stack entry 1. 1 X
LBL2 MPLS Label Stack entry 2 - Label. 20 X
TC2 MPLS Label Stack entry 2 - TC bits. 3 X
SBIT2 MPLS Label Stack entry 2 - S-bit. X
TTL2_EXPIRY Set if TTL<=1 for MPLS Label Stack entry 2. X
RSV_LBL_VAL Reserved label value. Only valid if RSV_LBL_POS > 0. 4 X
CW_ACH The 32 bits following the label with S-bit set. 32 X
RSV_LBL_POS Reserved label position: 3 X
0: Reserved label at position 0 seen or skipped.
1: Reserved label at position 1 seen or skipped.
2: Reserved label at position 2 seen or skipped.
3: Reserved label at position 3 seen.
4: Reserved.
5: No reserved label seen.
Label at top of stack is position 0, followed by 1, 2, and 3.
In order for a reserved label to be skipped, either
ANA_CL::MPLS_RSV_LBL_CFGJ<label>].RSVD_LBL_SKIP_ENA or
ANA_CL:MPLS_MISC_CFG.CLM_RSVD_LBL_SKIP_ENA[<clm idx>]
must be set.
L3 _FRAGMENT Set if IPv4 frame is fragmented (More Fragments flag = 1 or Fragments | 1 X
Offset > 0).
L3_FRAG_OFS_GTO | Set if IPv4 frame is fragmented but not the first fragment (Fragments Off- | 1 X
set > 0)
L3_OPTIONS Set if IPv4 frame contains options (IP len > 5). IP options are not parsed. | 1 X
L3 _DSCP By default DSCP from frame. Per match, selectable to be current classi- | 6 X
fied DSCP (ANA_CL::ADV_CL_CFG.USE_CL_DSCP_ENA).
L3_IP4_DIP IPv4 frames: Destination IPv4 address. 32 X
IPv6 frames: Destination IPv6 address, bits 31:0.
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TABLE 2-65: VCAP CLM X4 KEY DETAILS (CONTINUED)

<
o
¢ u -
- 9 [
Field Name Description Size | g =2 o
g o
=)
o
L3_IP4_SIP Overloaded field for different frame types: 32 X
LLC frames (ETYPE_LEN = 0 and IP_SNAP = 0):
L3_IP4_SIP = [CTRL, PAYLOAD[0:2]]
SNAP frames (ETYPE_LEN = 0 and IP_SNAP=1):
L3_IP4_SIP = [PID[2:0], PAYLOAD[O]]
IPv4 frames (ETYPE_LEN=1, IP_SNAP=1, and IP4=1):
L3 _IP4_SIP = source IPv4 address
IPv6 frames (ETYPE_LEN=1, IP_SNAP=1, IP4=0):
L3_IP4_SIP = source IPv6 address, bits 31:0
Other frames (ETYPE_LEN=1, IP_SNAP=0):
L3_IP4_SIP = PAYLOADIO0:3].
L3_IP_PROTO IPv4 frames (IP4=1): IP protocol. 8 X
IPv6 frames (IP4=0): Next header.
L4_RNG Range mask. Range types: SPORT, DPORT, SPORT or DPORT, VID, |8 X
DSCP, custom.
Input into range checkers is taken from frame except DSCP value, which
is the remapped DSCP value from basic classification.
IP_PAYLOAD_5TU- | Payload bytes after IP header. IPv4 options are not parsed so payload is | 32 X
PLE always taken 20 bytes after the start of the IPv4 header.
CUSTOM4 15 bytes payload starting from current frame pointer position, as con- 120 X
trolled by VCAP CLM actions.
Note that if frame_type==ETH, then payload is retrieved from a position
following the Ethernet layer, for example, after DMAC, SMAC, 0-3 VLAN
tags and EtherType.

2125 VCAP CLM X8 KEY DETAILS

The X8 keys include an X8_TYPE field, which is used to tell difference between the keys. It takes a unique value for
each key. The following table lists details about the fields applicable to these keys.

TABLE 2-66: VCAP CLM X8 KEY DETAILS

Field Name

X8_TYPE

Description

X8 type:

0: LL_FULL.

1: NORMAL.

2: NORMAL_5TUPLE_IP4.
3: CUSTOM_2.

Size

LL_FULL
NORMAL
' NORMAL_5TUPLE_IP4
CUSTOM_2

N
x
x
x
x
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TABLE 2-66: VCAP CLM X8 KEY DETAILS (CONTINUED)

Field Name

Description

Size

LL_FULL
NORMAL
NORMAL_5TUPLE_IP4

CUSTOM_2

FIRST

Selects between entries relevant for first and second lookup. Set for
first lookup, cleared for second lookup.

x

x

x

IGR_PORT

Logical ingress port number retrieved from
ANA_CL::PORT_ID_CFG.LPORT_NUM.

G_IDX_IS_SERVICE

Set if the VCAP CLM action from the previous VCAP CLM lookup
specified ISDX to be used as G_IDX.

G_IDX

Generic index used to bind together entries across VCAP CLM look-
ups.

G_IDX is calculated based on fields in VCAP CLM action from previ-
ous VCAP CLM lookup:

NXT_IDX_CTRL.

NXT_IDX.

Default value is configurable in ANA_CL::CLM_MISC_C-
TRL.CLM_GIDX_DEF_SEL. Can be zero, logical port number, or
masqueraded port number.

12

IGR_PORT_MASK_
SEL

Mode selector for IGR_PORT_MASK.

0: Default setting.

1: Set for frames received from a loopback device, i.e. LBK_DEV*.
2: Set for masqueraded frames if
ANA_CL::CLM_MISC_CTRL.MASQ_IGR_MASK_ENA == 1.

A masqueraded frame is identified by the following criteria:
(ifh.fwd.dst_mode == inject && ifh.src_port |= physical_src_port)

|

(misc.pipeline_act == inj_masq)

3: Set for the following frame types:
3.a: CPU injected frames and ANA_CL::CLM_MISC_CTRL.CPU_I-
GR_MASK_ENA == 1.

3.b: Frames received from VDO or VD1 and ANA_CL::CLM_MISC_C-
TRL.VD_IGR_MASK_ENA == 1.

3.c: Frame received on a loopback device and ANA_CL::CLM_MIS-
C_CTRL.LBK_IGR_MASK_SEL3 ENA==1.

If a frame fulfills multiple of above criteria, then higher value of
IGR_PORT_MASK_SEL takes precedence.
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TABLE 2-66: VCAP CLM X8 KEY DETAILS (CONTINUED)

Field Name

Description

Size

LL_FULL
NORMAL
NORMAL_5TUPLE_IP4
CUSTOM_2

IGR_PORT_MASK

Ingress port mask.

IGR_PORT_MASK_SEL == 0:

Each bit in the mask correspond to physical ingress port.
IGR_PORT_MASK_SEL == 1:

Each bit in the mask correspond to the physical port which the frame
was looped on.

IGR_PORT_MASK_SEL == 2:

Each bit in the mask correspond to the masqueraded port.
If IGR_PORT_MASK_SEL == 3:

Bit 0: Physical src port == CPUO.

Bit 1: Physical src port == CPU1.

Bit 2: Physical src port == VDO.

Bit 3: Physical src port == VD1.

Bits 4:9: Src port (possibly masqueraded).

Bits 44:48: ifh.misc.pipeline_pt.

Bits 49:51: ifh.misc.pipeline_act.

Bits 52: Reserved.

53

x
x

L2_MC

L2 _BC

Set if frame’s destination MAC address is a multicast address (bit 40 =
1).

Set if frame’s destination MAC address is the broadcast address
(FF-FF-FF-FF-FF-FF).

TPIDO

Tag protocol identifier of the frame’s first tag (outer tag):
0: Untagged.

1: 0x8100.

4: Ox88A8.

5: Custom value 1.

6: Custom value 2.

7: Custom value 3.

PCPO

By default PCP from frame but it is selectable per lookup in VCAP
CLM whether to use the current classified PCP instead
(ANA_CL::ADV_CL_CFG.USE_CL_TCIO_ENA).

DEIO

By default DEI from frame but it is selectable per lookup in VCAP CLM
whether to use the current classified DEI instead (ANA_CL::ADV_-
CL_CFG.USE_CL_TCIO_ENA).

VIDO

By default VID from frame but it is selectable per lookup in VCAP CLM
whether to use the current classified VID instead (ANA_CL::ADV_-
CL_CFG.USE_CL_TCIO_ENA).

For untagged frames, VIDO is set to 0.

TPID1

Tag protocol identifier of the frame’s second tag (tag after outer tag):
0: No second tag.

1: 0x8100.

4: 0x88A8.

5: Custom value 1.

6: Custom value 2.

7: Custom value 3.

3 X [xX |x

PCP1

Frame’s PCP from second tag.
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TABLE 2-66: VCAP CLM X8 KEY DETAILS (CONTINUED)

LLC frames (ETYPE_LEN=0 and IP_SNAP=0):
ETYPE = [DSAP, SSAP]

SNAP frames (ETYPE_LEN=0 and IP_SNAP=1):
ETYPE = PID[4:3] from SNAP header

TCP/UDP IPv4 or IPv6 frames (ETYPE_LEN=1, IP_SNAP=1, and
TCP_UDP=1):
ETYPE = TCP/UDP destination port

Non-TCP/UDP IPv4 or IPv6 frames (ETYPE_LEN=1, IP_SNAP=1,
and TCP_UDP=0):
ETYPE = IP protocol

Other frames (ETYPE_LEN=1 and IP_SNAP=0):
ETYPE = Frame’s EtherType.

<
o
4 o
) 4 I
JI5s
Field Name Description Size o E '.SI ,9
- O | (2}
J4 2 g2
s (&
14
(o]
=z
DENM Frame’s DEI from second tag. 1 X X
VID1 Frame’s VID from second tag. 12 X | X |X
TPID2 Tag protocol identifier of the frame’s third tag: 3 X [X | X
0: No third tag.
1: 0x8100.
4: Ox88A8.
5: Custom value 1.
6: Custom value 2.
7: Custom value 3.
PCP2 Frame’s PCP from third tag. 3 X X |X
DEI2 Frame’s DEI from third tag. 1 X [X |X
VID2 Frame’s VID from third tag. 12 X | X |X
DST_ENTRY Selects whether the frame’s destination or source information is used |1 X
for fields L2_SMAC and L3_IP4_SIP.
If set, L2_SMAC contains the frame’s destination MAC address and
L3_IP4_SIP contains the frame’s destination IP address. The setting
is controlled by ANA_CL::ADV_CL_CFG and VCPA_CLM_ac-
tion.NXT_KEY_TYPE.
L2_DMAC Destination MAC address. 48 |x
L2 SMAC Source MAC address. 48 X |X
Note that - optionally - L2_SMAC may contain the destination MAC
address, see DST_ENTRY. |
IP_MC IPv4 frames: Set if frame’s destination IP address is an IPv4 multicast | 1 X | X
address (OxE /4).
IPv6 frames: Set if frame’s destination IP address is an IPv6 multicast
address (OxFF /8).
ETYPE_LEN Frame type flag indicating that the frame is EtherType encoded. 1 X | X
Set if frame has EtherType >= 0x600. | |
ETYPE Overloaded field for different frame types: 16 |x |x
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TABLE 2-66: VCAP CLM X8 KEY DETAILS (CONTINUED)

Field Name

Description

Size

LL_FULL
NORMAL
NORMAL_5TUPLE_IP4

CUSTOM_2

IP_SNAP

Frame type flag indicating that the frame is either an IP frame or a
SNAP frame.

IP frames (ETYPE_LEN=1):

Set if (EtherType= 0x0800 and IP version = 4) or

(ETYPE = 0x86DD and IP version = 6)

SNAP frames (ETYPE_LEN=0):
Set if LLC header contains AA-AA-03.

x

1P4

Frame type flag indicating the frame is an IPv4 frame.
Set if frame is IPv4 frame (EtherType = 0x800 and IP version = 4).

L3_FRAGMENT

Set if IPv4 frame is fragmented (More Fragments flag = 1 or Frag-
ments Offset > 0).

L3_FRAG_OFS_GTO

Set if IPv4 frame is fragmented but not the first fragment (Fragments
Offset > 0).

L3_OPTIONS

L3_DSCP

Set if IPv4 frame contains options (IP len > 5). IP options are not
parsed.

By default DSCP from frame. Per match, selectable to be current clas- '
sified DSCP (ANA_CL::ADV_CL_CFG.USE_CL_DSCP_ENA).

L3_IP4_DIP

IPv4 frames: Destination IPv4 address.
IPv6 frames: Destination |IPv6 address, bits 31:0.

32

L3 IP4_SIP

Overloaded field for different frame types:
LLC frames (ETYPE_LEN=0 and IP_SNAP=0):
L3_IP4_SIP = [CTRL, PAYLOADIO0:2]]

SNAP frames (ETYPE_LEN=0 and IP_SNAP=1):
L3_IP4_SIP = [PID[2:0], PAYLOADIO]]

IPv4 frames (ETYPE_LEN=1, IP_SNAP=1, and IP4=1):
L3 IP4_SIP = source IPv4 address

IPv6 frames (ETYPE_LEN=1, IP_SNAP=1, IP4=0):
L3_IP4_SIP = source IPv6 address, bits 31:0

Other frames (ETYPE_LEN=1, IP_SNAP=0):
L3_IP4_SIP = PAYLOAD[0:3]

Note that - optionally - L3_IP4_SIP may contain the destination IP
address for IP frames, see DST_ENTRY.

32

L3_IP_PROTO

TCP_UDP

IPv4 frames (IP4=1): IP protocol.

IPv6 frames (IP4=0): Next header.

Frame type flag indicating the frame is a TCP or UDP frame.

Set if frame is IPv4/IPv6 TCP or UDP frame (IP protocol/next header
equals 6 or 17).

Overloading: Set to 1 for OAM Y.1731 frames.
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TABLE 2-66: VCAP CLM X8 KEY DETAILS (CONTINUED)

Field Name

Description Size

LL_FULL
NORMAL
NORMAL_5TUPLE_IP4

CUSTOM_2

TCP

Frame type flag indicating the frame is a TCP frame. 1
Set if frame is IPv4 TCP frame (IP protocol = 6) or IPv6 TCP frames
(Next header = 6).

x

x

L4 _SPORT

TCP/UDP source port. 16
Overloading:

OAMY.1731 frames: L4_SPORT = OAM MEL flags, see the following.
TCP_UDRP is at the same time set to 1 to indicate the overloading.

OAM MEL flags:

Encoding of MD level/MEG level (MEL). One bit for each level where
lowest level encoded as zero.

The following keys can be generated:

MEL=0: 0b0000000.

MEL=1: 0b0000001.

MEL=2: 0b0000011.

MEL=3: 0b0000111.

MEL=4: 0b0001111.

MEL=5: 0b0011111.

MEL=6: 0b0111111.

MEL=7: 0b1111111.

Together with the mask, the following kinds of rules may be created:
Exact match. Fx. MEL=2: 0b0000011.

Below. Fx. MEL<=4: O0bOOOXXXX.

Above. Fx. MEL>=5: 0bXX11111.

Between. Fx. 3<= MEL<=5: 0b00XX111,

where ‘X’ means don'’t care.

L4 RNG

Range mask. Range types: SPORT, DPORT, SPORT or DPORT, VID, |8
DSCP, custom.

Input into range checkers is taken from frame except DSCP value

which is the remapped DSCP value from basic classification.

IP_PAYLOAD_S5TUPLE

Payload bytes after IP header. IPv4 options are not parsed so payload | 32
is always taken 20 bytes after the start of the IPv4 header.

CUSTOM2

32 bytes payload starting from current frame pointer position, as con- | 256
trolled by VCAP CLM actions.

Note that if frame_type==ETH, then payload is retrieved from a posi-

tion following the Ethernet layer; for example, after DMAC, SMAC, 0—

3 VLAN tags and EtherType.
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2.12.6 VCAP CLM X16 KEY DETAILS

The X16 keys include an X16_TYPE field, which is used to tell difference between the keys. It takes a unique value for
each key. The following table lists details about the fields applicable to these keys.

TABLE 2-67: VCAP CLM X16 KEY DETAILS

w
-l
n' -
2 I
F =
Field Name Description Size | _| ,9
3
g O
o
=z
X16_TYPE X16 type. 1 X X
0: NORMAL_7TUPLE.
1: CUSTOM_1.
FIRST Selects between entries relevant for first and second lookup. Set for first |1 X |x

lookup, cleared for second lookup.

G_IDX_IS_SER- Set if the VCAP CLM action from the previous VCAP CLM lookup speci-
VICE _fied ISDX to be used as G_IDX.

G_IDX Generic index used to bind together entries across VCAP CLM lookups. |12 X |x
G_IDX is calculated based on fields in VCAP CLM action from previous
VCAP CLM lookup:
NXT_IDX_CTRL.
NXT_IDX.
Default value is configurable in ANA_CL::CLM_MISC_CTRL.CLM_GIDX-
_DEF_SEL. Can be zero, logical port number, or masqueraded port num-

-
x
x

ber.
IGR_PORT_MASK | Mode selector for IGR_PORT_MASK. 2 X
SEL 0: Default setting.

1: Set for frames received from a loopback device, for example,

LBK_DEV*.

2: Set for masqueraded frames if ANA_CL::CLM_MISC_CTRL.MASQ_lI-
GR_MASK_ENA == 1.

A masqueraded frame is identified by the following criteria:
(ifh.fwd.dst_mode == inject && ifh.src_port |= physical_src_port)

Il

(misc.pipeline_act == inj_masq)

3: Set for the following frame types:
3.a: CPU injected frames and ANA_CL::CLM_MISC_CTRL.CPU_lI-
GR_MASK_ENA ==

3.b: Frames received from VDO or VD1 and ANA_CL::CLM_MISC_C-
TRL.VD_IGR_MASK_ENA ==

3.c: Frame received on a loopback device and ANA_CL::.CLM_MISC_C-
TRL.LBK_IGR_MASK_SEL3 ENA==1.

If a frame fulfills multiple of above criteria, then higher value of
IGR_PORT_MASK_SEL takes precedence.
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TABLE 2-67: VCAP CLM X16 KEY DETAILS (CONTINUED)

CUSTOM_1

Field Name Description Size

NORMAL_7TUPLE

m
w
x

IGR_PORT_MASK | Ingress port mask.
IGR_PORT_MASK_SEL == 0:
Each bit in the mask correspond to physical ingress port.
IGR_PORT_MASK_SEL == 1:
Each bit in the mask correspond to the physical port which the frame was
looped on.
IGR_PORT_MASK_SEL == 2:
Each bit in the mask correspond to the masqueraded port.

If IGR_PORT_MASK_SEL == 3:

Bit 0: Physical src port == CPUO.

Bit 1: Physical src port == CPU1.

Bit 2: Physical src port == VDO.

Bit 3: Physical src port == VD1.

Bits 4:9: Src port (possibly masqueraded).
Bits 44:48: ifh.misc.pipeline_pt.

Bits 49:51: ifh.misc.pipeline_act.

Bits 52: Reserved.

L2 MC Set if frame’s destination MAC address is a multicast address (bit 40 = 1).

L2 BC Set if frame’s destination MAC address is the broadcast address (FF-FF-
FF-FF-FF-FF).

TPIDO Tag protocol identifier of the frame’s first tag (outer tag): 3 X
0: Untagged.
1: 0x8100.
4: Ox88A8.
5: Custom value 1.
6: Custom value 2.
7: Custom value 3.

PCPO By default PCP from frame but it is selectable per lookup in VCAP CLM |3 X
whether to use the current classified PCP instead (ANA_CL::ADV_-
CL_CFG.USE_CL_TCIO_ENA).

DEIO By default DEI from frame but it is selectable per lookup in VCAP CLM
whether to use the current classified DEI instead (ANA_CL::ADV_-
CL_CFG.USE_CL_TCIO_ENA).

VIDO By default VID from frame but it is selectable per lookup in VCAP CLM 12 X
whether to use the current classified VID instead (ANA_CL::ADV_-
CL_CFG.USE_CL_TCIO_ENA).

For untagged frames, VIDO is set to 0.

-
x

RN
x

RN
x

TPID1 Tag protocol identifier of the frame’s second tag (tag after outer tag): 3 X
0: No second tag.
1: 0x8100.
4: Ox88A8.
5: Custom value 1.
6: Custom value 2.
7: Custom value 3.

PCP1 Frame’s PCP from second tag. 3 X

DEI1 Frame’s DEI from second tag. 1 X
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TABLE 2-67:

VCAP CLM X16 KEY DETAILS (CONTINUED)

Field Name

VID1

Description

'Frame’s VID from second tag.

CUSTOM_1

Size

> NORMAL_7TUPLE

TPID2

Tag protocol identifier of the frame’s third tag:
0: No third tag.

1: 0x8100.

4: Ox88A8.

5: Custom value 1.

6: Custom value 2.

7: Custom value 3

w
x

PCP2

Frame’s PCP from third tag.

DEI2

Frame’s DEI from third tag.

VID2

Frame’s VID from third tag.

12

L2 DMAC

Destination MAC address.

48

L2_SMAC

Source MAC address.

48

IP_MC

IPv4 frames: Set if frame’s destination IP address is an IPv4 multicast
address (OxE /4).

IPv6 frames: Set if frame’s destination IP address is an IPv6 multicast
address (OxFF /8).

X | X | X | X | X | X

—_

ETYPE_LEN

Frame type flag indicating that the frame is EtherType encoded.
Set if frame has EtherType >= 0x600.

ETYPE

IP_SNAP

Overloaded field for different frame types:
LLC frames (ETYPE_LEN=0 and IP_SNAP=0):
ETYPE = [DSAP, SSAP]

SNAP frames (ETYPE_LEN=0 and IP_SNAP=1):
ETYPE = PID[4:3] from SNAP header.

TCP/UDP IPv4 or IPv6 frames (ETYPE_LEN=1, IP_SNAP=1,
and TCP_UDP=1):
ETYPE = TCP/UDP destination port.

Non-TCP/UDP IPv4 or IPv6 frames (ETYPE_LEN=1, IP_SNAP=1, and
TCP_UDP=0):
ETYPE = IP protocol.

Other frames (ETYPE_LEN=1 and IP_SNAP=0):
ETYPE = Frame’s EtherType.

'Frame type flag indicating that the frame is either an IP frame or a SNAP

frame.

IP frames (ETYPE_LEN=1):

Set if (EtherType= 0x0800 and IP version = 4) or
(ETYPE = 0x86DD and IP version = 6).

SNAP frames (ETYPE_LEN=0):
Set if LLC header contains AA-AA-03.

16 X

RN
x

1P4

Frame type flag indicating the frame is an IPv4 frame.
Set if frame is IPv4 frame (EtherType = 0x800 and IP version = 4).
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TABLE 2-67: VCAP CLM X16 KEY DETAILS (CONTINUED)

w
|
n- -
2
i
Field Name Description size ' ©
9
Z O
o
L3 _FRAGMENT Set if IPv4 frame is fragmented (More Fragments flag = 1 or Fragments | 1 X
Offset > 0).
L3 - Set if IPv4 frame is fragmented but not the first fragment (Fragments Off- | 1 X
FRAG_OFS_GTO set > 0)
L3_OPTIONS Set if IPv4 frame contains options (IP len > 5). IP options are not parsed. |1 X
L3 _DSCP By default DSCP from frame. Per match, selectable to be current classi- |6 X
fied DSCP (ANA_CL::ADV_CL_CFG.USE_CL_DSCP_ENA).
L3 _IP6_DIP Destination IP address. 128 X

IPv4 frames (IP4=1):

Bit 127: L3_FRAGMENT.

Bit 126: L3_FRAG_OFS_GTO.

Bit 125: L3_OPTIONS.

Bits 31:0: Destination IPv4 address.

L3_IP6_SIP Source IP address. 128 X
IPv4 frames (IP4=1):
Bits 31:0: Source IPv4 address.

TCP_UDP Frame type flag indicating the frame is a TCP or UDP frame. 1 X
Set if frame is IPv4/IPv6 TCP or UDP frame (IP protocol/next header
equals 6 or 17).
Overloading:
Set to 1 for OAM Y.1731 frames.

TCP Frame type flag indicating the frame is a TCP frame. 1 X
Set if frame is IPv4 TCP frame (IP protocol = 6) or IPv6 TCP frames (Next
header = 6).

L4 SPORT TCP/UDP source port. 16 X
Overloading:
OAM Y.1731 frames: L4_SPORT = OAM MEL flags, see the following.
TCP_UDP is at the same time set to 1 to indicate the overloading.
OAM MEL flags:
Encoding of MD level/MEG level (MEL). One bit for each level where low-
est level encoded as zero.
The following keys can be generated:
MEL=0: 0b0000000
MEL=1: 0b0000001
MEL=2: 0b0000011
MEL=3: 0b0000111
MEL=4: 0b0001111
MEL=5: 0b0011111
MEL=6: 0b0111111
MEL=7: 0b1111111
Together with the mask, the following kinds of rules may be created:
Exact match. Fx. MEL=2: 0b0000011
Below. Fx. MEL<=4: 0b000XXXX
Above. Fx. MEL>=5: 0bXX11111
Between. Fx. 3<= MEL<=5: 0b00XX111,
where ‘X’ means don’t care.
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L4 RNG Range mask. Range types: SPORT, DPORT, SPORT or DPORT, VID, 8 X
DSCP, custom.
Input into range checkers is taken from frame, except DSCP value, which
is the remapped DSCP value from basic classification.
CUSTOM1 64 bytes payload starting from current frame pointer position, as con- 512 X

trolled by VCAP CLM actions.

Note that if frame_type==ETH, payload is retrieved from a position follow-
ing the Ethernet layer. For example, after DMAC, SMAC, 0-3 VLAN tags,
and EtherType.

2127 VCAP CLM ACTIONS

VCAP CLM supports four different actions, which can be used for different purposes. The actions have different sizes

and must be paired with the keys as listed in the following table.

TABLE 2-68: VCAP CLM ACTION SELECTION

Action Name Size Action Type
MLBS_REDUCED |1 word X1 type
69 bits
CLASSIFICATION |2 words X2 type
124 bits
MLBS 2 words X2 type
127 bits
FULL 4 words X4 type
250 bits

Any VCAP CLM action can be used with any of VCAP CLM keys. However, if the action’s type is larger than the asso-
ciated key’s type (for instance FULL action of type X4 with TRI_VID key of type X8), then the entry row in the VCAP
cannot be fully utilized.

The following table provides details for all VCAP CLM actions. When programming an action in VCAP CLM, the asso-
ciated action fields listed must be programmed in the listed order with the first field in the table starting at bit 0 in the

action.

TABLE 2-69: VCAP CLM ACTIONS

33
==
2 <
[2]=] o -
Field Name Description and Encoding Size ﬂ ﬁ i 5'
= 8 3 w
i
= O
X2_TYPE X2 type. 1 X X
0: MLBS.
1: Classification.
DSCP_ENA If set, use DSCP_VAL as classified DSCP value. 1 X
DSCP_VAL See DSCP_ENA. 6 X
COSID_ENA If set, use COSID_VAL as classified COSID value. 1 X X
COSID_VAL See COSID_ENA. 3 X X
QOS_ENA If set, use QOS_VAL as classified QoS class. 1 X X
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QOS_VAL See QOS_ENA. 3 X X | X
DP_ENA If set, use DP_VAL as classified drop precedence level. 1 X X |X
DP_VAL See DP_ENA. 2 X X |X
DEI_ENA If set, use DEI_VAL as classified DEI value. 1 X | X
DEI_VAL See DEI_ENA. 1 X | X
PCP_ENA If set, use PCP_VAL as classified PCP value. 1 X | X
PCP_VAL See PCP_ENA. 3 X | X
MAP_LOOKUP_SEL Selects which of the two QoS Mapping Table lookups that 2 X X |X |X

MAP_KEY and MAP_IDX are applied to.

0: No changes to the QoS Mapping Table lookup. That is,
MAP_KEY and MAP_IDX are not used.

1: Update key type and index for QoS Mapping Table lookup #O0.
2: Update key type and index for QoS Mapping Table lookup #1.
3: Reserved.

MLBS_REDUCED:

Use 8 bits from COSID_ENA (LSB), COSID_VAL, QOS_ENA, and
QOS_VAL (MSB) as MAP_IDX. COSID and QOS class cannot be
assigned at the same time. MAP_KEY is always 3 (TC).

MAP_KEY Key type for QoS mapping table lookup. 3 X X | X
0: DEIO, PCPO (outer tag).

1: DEIM, PCP1 (middle tag).

2: DEI2, PCP2 (inner tag).

3: TC based on conf.mpls_sel_tc_only_ena it is either possible to
always IFH.ENCAP.MPLS_TC or to only use TC it extracted by
label stack.

4: PCPO (outer tag).

5: Reserved.

6: DSCP if available, otherwise none (64 entries).

7: DSCP if available, otherwise DEIO, PCPO (outer tag) if available
using MAP_IDX+8, otherwise none (80 entries).

MAP_IDX Index for QoS mapping table lookup. 8 X X | X
Index bits 10:3 into 2K mapping table. Bits 2:0 are always 0.

VID_ADD_REPLACE_ Controls the classified VID. 2 X X | X

SEL 0: New VID =old VID + VID_VAL.

1: New VID = VID_VAL.

2: New VID = VID from frame's second tag (middle tag) if available,
otherwise VID_VAL.

3: New VID = VID from frame's third tag (inner tag) if available, oth-
erwise VID_VAL.

VID_VAL By default, add this value to the current classified VID. Note this is |12 X X |X
not the VID used as key into VCAP CLM. If the classified VID +
VID_ADD_VAL exceeds the range of 12 bit then a wrap around is
done.

VLAN_POP_CNT ENA  If set, VLAN_POP_CNT is used. 1 X | X
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VLAN_POP_CNT VLAN pop count: 0, 1, 2, or 3 tags. 2 X | X
Post-processing of VLAN_POP_CNT: If VLAN_POP_CNT exceeds
the actual number of tags in the frame, it is reduced to match the
number of VLAN tags in the frame.
VLAN_WAS TAGGED Controls the WAS_TAGGED setting forwarded to the rewriter. 2 X | X
0: No changes to WAS_TAGGED.
1: Set WAS_TAGGED to 0.
2: Set WAS_TAGGED to 1.
3: Reserved.
ISDX_ADD_REPLACE_ Controls the classified ISDX. 1 X | X | X |X
SEL 0: New ISDX = old ISDX + ISDX_VAL.
1: New ISDX = ISDX_VAL.
ISDX_VAL See ISDX_ADD_REPLACE_SEL. 9 X | X | X |X
MASK_MODE Controls the PORT_MASK use. 3
0: OR_DSTMASK: Or PORT_MASK with destination mask.
1: AND_VLANMASK: And PORT_MASK to VLAN mask. The actual
ANDing with the VLAN mask is performed after the ANA_L3 block
has determined the VLAN mask.
2: REPLACE_PGID: Replace PGID port mask from MAC table
lookup by PORT_MASK.
3: REPLACE_ALL: Use PORT_MASK as final destination set
replacing all other port masks.
4: REDIR_PGID: Redirect using PORT_MASK]7:0] as PGID table
index. See PORT_MASK for extra configuration options.
5: OR_PGID_MASK: Or PORT_MASK with PGID port mask from
MAC table lookup.
6: VSTAX: Allows control over VSTAX forwarding.
7: Not applicable.
Note that for REDIR_PGID, REPLACE_ALL and VSTAX, the port
mask becomes “sticky” and cannot be modified by subsequent pro-
cessing steps.
The CPU port is untouched by MASK_MODE.
PORT_MASK Port mask. 53 X
MASK_MODE=4 (REDIR_PGID):
PORT_MASK[52]: SRC_PORT_MASK_ENA. If set,
SRC_PORT_MASK is AND’ed with destination result.
PORT_MASK[51]: AGGR_PORT_MASK_ENA. If set,
AGGR_PORT_MASK is AND’ed with destination result.
PORT_MASK]50]: VLAN_PORT_MASK_ENA. If set,
VLAN_PORT_MASK is AND’ed with destination result.
PORT_MASK][10:0]: PGID table index.
RT_SEL Controls routing. 2 X
0: No change to routing.
1: Enable routing.
2: Disable routing.
FWD_DIS If set, forwarding of the frame to front ports is disabled. CPU 1 X X |X
extraction is still possible.
CPU_ENA Copy frame to specified CPU extraction queue. 1 X X |X |X
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CPU_Q CPU extraction queue when frame is forwarded to CPU. 3 X X |X |X
MIP_SEL Controls the MIP selection. 2 X
0: No change in MIP selection.
1: Enable MIP.
2: Disable MIP.

If enabled, the MIP_IDX is given by the IPT table. OAM_Y1731_-
SEL determines the number of VLAN tags required for processing a
frame in the MIP.

OAM _Y1731_SEL Selects which frames are detected as OAM frames by MEP and 3 X X | X
MIP.

: No change in detection.

: Disable OAM.

: Detect untagged OAM.

: Detect single tagged OAM.

: Detect double tagged OAM.

: Detect triple tagged OAM.

: Enables Y1731 OAM unconditionally.

: Enables any tags and EtherType as OAM unconditionally.
RSVD_LBL_VAL Use when MPLS_OAM_TYPE = 2, 4, or 5. 4 X
Configures the reserved label used as OAM label for this MEP or
MIP. Only the lower 4 bits of the label value is configured. Normally
this field should be set to 13 (GAL label value).

NO A, WN-20

If MPLS_OAM_TYPE is set to 2, 4, or 5 and action record does not
include RSVD_LBL_VAL, then a value of 13 (GAL label value) is

used.
TC_ENA Use the label’'s TC as classified TC. 1
TTL_ENA Use the label’s TTL as classified TTL 1
TC_LABEL Selects which label provides the classified TC. 2 X X

0: Use TC from LSE #O (if available).

1: Use TC from LSE #1 (if available).

2: Use TC from LSE #2 (if available).

3: Do not update TC.

LSE #0 is top LSE, followed by LSE #1, and so on.

TTL_LABEL Selects which label provides the classified TTL. 2 X X
0: Use TTL from LSE #O (if available).

1: Use TTL from LSE #1 (if available).

2: Use TTL from LSE #2 (if available).

3: Do not update TTL.

LSE #0 is top LSE, followed by LSE #1, and so on.
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NUM_VLD_LABELS Number of valid labels, without reserved labels. Position of “deep- |2 X X
est” label to be processed. Numbering starts with 0 at top LSE. If
reserved labels are “skipped”, then these are not counted in
NUM_VLD_LABELS. Valid range: 0-2.
Use of NUM_VLD_LABELS is dependent on FWD_TYPE as fol-
lows:
FWD_TYPE=0: NUM_VLD_LABELS is not used.
FWD_TYPE=1: Position of PW label.
FWD_TYPE=2: Position of label to be swapped. LSEs above the
swap label are popped.
FWD_TYPE=3: Position of deepest label, which is to be popped.
FWD_TYPE Forwarding type. 4 X | X X

0: NONE.

1: TERMINATE_PW - Terminate pseudo wire.
2: LBL_SWAP - Swap label.

3: LBL_POP - Pop Labels.

3: CTRL_PDU

FWD_TYPE: NONE
No MPLS termination, MPLS SWAP, or MPLS POP

FWD_TYPE (continued)

FWD_TYPE: TERMINATE_PW

Terminate pseudo wire.

NXT_NORM_W16_OFFSET or NXT_NORM_W32_OFFSET must
be set to move frame pointer to CW/ACH if present, and otherwise
to the PDU that follows the MPLS label stack.
NUM_VLD_LABELS must be set to the position of the PW label.
NXT_TYPE_AFTER_OFFSET must be set to CW if PW uses CW,
otherwise ETH.

NXT_NORMALIZE must be set to 1 to have MPLS Link Layer,
LSEs and CW stripped.

MPLS_OAM_TYPE can be set to values 0-4 to disable/enable
OAM PDU detection.

FWD_TYPE: LBL_SWAP

Swap label at position NUM_VLD_LABELS.

Any label above the swap label are popped.
NXT_NORM_W16_OFFSET or NXT_NORM_W32_OFFSET must
be set to move frame pointer to swap label.

NUM_VLD_LABELS must be set to the position of the swap label.
NXT_NORMALIZE must be set to 1 to have MPLS Link Layer and,
possibly, labels stripped.

NXT_TYPE_AFTER_OFFSET must be set to MPLS.

OAM PDUs are not detected, though frames with reserved label
values as well as frames with TTL expiry can be redirected to CPU.
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FWD_TYPE: LBL_POP

Pop labels.

NXT_NORM_W16_OFFSET or NXT_NORM_W32_OFFSET must
be set to move frame pointer past popped labels.
NUM_VLD_LABELS must be set to the position of the deepest
label to be popped.

NXT_NORMALIZE must be set to 1.
NXT_TYPE_AFTER_OFFSET should normally be set to MPLS.
NXT_TYPE_AFTER_OFFSET may be set to CW when terminating
LSP with IP frames for CPU processing.

MPLS_OAM_TYPE can be set to 0, 5, or 6 to disable/enable OAM
PDU detection.

FWD_TYPE: CTRL_PDU
MPLS_OAM_TYPE controls PDU type (as encoded in
IFH.ENCAP.PDU_TYPE):
- NONE.

: OAM_Y1731.

: OAM_MPLS_TP.

PTP.

1 IP4_UDP_PTP.

1 IP6_UDP_PTP.

: Reserved.

: SAM_SEQ.

NOORWN 2O

OAM_Y1731_SEL controls PDU_OFFSET:

0: No change to PDU offset.

1: ETH_PAYLOAD.

2: IP_PAYLOAD.

3: Non-normalized offset (PDU_OFFSET = differences between
normalized and non normalized payload).
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MPLS_OAM_TYPE

When either MIP or MEP OAM detection is enabled
(MPLS_MIP_ENA or MPLS_MEP_ENA), MPLS_OAM_TYPE con-
figures in which control channel to look for OAM.

For FWD_TYPE = 1 (TERMINATE_PW), MPLS_OAM_TYPE con-
figures which Control Channel Type is used for forwarding PW
OAM:

1: Detect Vccvl OAM

2: Detect Vccv2 OAM

3: Detect Vcecv3 OAM

4: Detect Vcecv4d OAM

For FWD_TYPE = 3 (LSP_POP), MPLS_OAM_TYPE configures
which Control Channel Type is used for LSP OAM:

5: LSP OAM under GAL found at pos NUM_VLD LABELS + 1

6: LSP OAM under GAL found at pos NUM_VLD_LABELS

For FWD_TYPE =4 (CTRL_PDU), MPLS_OAM_TYPE configures
directly the control type and PDU position (with OAM_Y1731_SEL
and NXT_NORM_W16_OFFSET/ NXT_NORM_W32_OFFSET)
and bypasses post-processing:

: OAM_Y1731

: OAM_MPLS_TP

PTP

:IP4_UDP_PTP

:IP6_UDP_PTP

: Reserved

: SAM_SEQ

NoO R WN 2

x

x

x

MPLS_MEP_ENA

Enables detection of MPLS MEP. If enabled and if frame is not
selected for MIP extraction, it is determined whether it is a valid
frame OAM PDU according to the MPLS_OAM_TYPE.

MPLS_MIP_ENA

Enables detection of MPLS MIP. If enabled, the iTTL will be
checked for expiry. In case of iTTL expiry, the frame is checked if it
is a valid OAM PDU according to the MPLS_OAM_TYPE.

MPLS_OAM_FLAVOR

If OAM detection is enabled, this setting determines if the G-ACH/
ACH selected by MPLS_OAM_TYPE is checked for Channel Type
= 0x8902.

This configuration applies only to MEP OAM detection. OAM MIP
detection is extracted to SW based on from the configured Control
Channel Type, regardless of the channel type, because all OAM
MIP processing is done in software.

0: G8113_2 (BFD and so on).

1: G8113_1 (BHH).

-

MPLS_IP_CTRL_ENA

Enables IP directly under MPLS based on IP profiles.

CUSTOM_ACE_ENA

Controls S2 custom rule selection:

Bit 0: Selects custom key to use (0: CUSTOM_1, 1: CUSTOM_2).
Bit 1: Enables custom key for first lookup.

Bit 2: Enables custom key for second lookup.
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CUSTOM_ACE_OFFSET | Selects custom data extraction point: 2 X

0: Current position (after IFH.WORD16_POP_CNT). Only applica-
ble to frame type ETH.

1: Link layer payload (after VLAN tags and EtherType for ETH, after
control word for CW).

2: Link layer payload + 20 bytes.

3: Link layer payload + 40 bytes.

PAG_OVERRIDE_MASK | Bits set in this mask override the previous PAG result with the 8 X X | X
PAG_VAL value from this action.
PAG_VAL PAG is updated using the following bit mask operation: 8 X X | X

PAG = (PAG and ~PAG_OVERRIDE_MASK) | (PAG_VAL and
PAG_OVERRIDE_MASK).

PAG can be used to tie VCAP CLM lookups with VCAP 1S2 look-
ups. The PAG default value is configurable per port in
ANA_CL:PORT:PORT_ID_CFG.PAG_VAL.

RESERVED Must be set to 0. 7 X
LPORT_NUM Use this value for LPORT and IFH.SRC_PORT when LPORT_ENA |6

is set.
MATCH_ID Logical ID for the entry. If the frame is forwarded to the CPU, the 12 X

MATCH_ID is extracted together with the frame. MATCH_ID is
used together with MATCH_ID_MASK as follows:

MATCH_ID = (MATCH_ID and ~MATCH_ID_MASK) | (MATCH_ID
and MATCH_ID_MASK).

The result is placed in IFH.CL_RSLT.

MATCH_ID_MASK Bits set in this mask overrides the previous MATCH_ID with the 12 X
MATCH_ID value from this action.

PIPELINE_FORCE_ENA | If set, use PIPELINE_PT unconditionally. Overrule previous set- 2 X X |X |X
tings of pipeline point. Use the following pipeline actions:

0: No change to PIPELINE_PT or PIPELINE_ACT.

1: Change PIPELINE_PT and set PIPELINE_ACT=XTR.

Change PIPELINE_PT and set PIPELINE_ACT=INJ (PIPE-
LINE_ACT_SEL=0) or INJ_MASQ (PIPELINE_ACT_SEL=1)

3: Change PIPELINE_PT and set PIPELINE_ACT=LBK_QS (PIPE-
LINE_ACT_SEL=0) or LBK_ASM (PIPELINE_ACT_SEL=1)

PIPELINE_PT_REDUCED | Pipeline point used if PIPELINE_FORCE_ENA s set. 3 X
0: ANA_CLM

1: ANA_OU_MIP

2: ANA_IN_MIP
3:ANA_PORT_VOE
4: ANA_OU_VOE
5:ANA_IN_VOE

6: REW_IN_VOE

7: REW_OU_VOE
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PIPELINE_PT

Pipeline point used if PIPELINE_FORCE_ENA is set:
0: NONE

1: ANA_VRAP

2: ANA_PORT_VOE
3:ANA_CL

4: ANA_CLM

5: ANA_IPT_PROT
6: ANA_OU_MIP

7: ANA_OU_SW

8: ANA_OU_PROT
9: ANA_OU_VOE

10: ANA_MID_PROT
11: ANA_IN_VOE

12: ANA_IN_PROT
13: ANA_IN_SW

14: ANA_IN_MIP

15: ANA_VLAN

16: ANA_DONE

x

x

x

NXT_KEY_TYPE

Enforces specific key type for next VCAP CLM lookup.
0: No overruling of default key type selection.
1: MLL.
2: SGL_MLBS.
3: DBL_MLBS.
4: TRI_MLBS.
5: TRL_VID or TRI_VID_IDX, depending on configuration per VCAP
CLM lookup in ANA_CL::CLM_KEY_CFG.CLM_TRI_VID_SEL.
6: LL_FULL
7: NORMAL (with normal SRC information).
8: NORMAL with DST information.
This is a modified version of NORMAL key type, where:
the frame’s DMAC is used in the L2_SMAC key field.
the frame’s IPv4 DIP is used in the L3_IP4_SIP key field.
9: NORMAL_7TUPLE
10: NORMAL_5TUPLE_IP4
11: PURE_S5TUPLE_IP4
12: CUSTOM!1
13: CUSTOM2
14: CUSTOM4
15: CLMS_DONE
Complete - disable all remaining VCAP CLM lookups.

NXT_NORM_W32_
OFFSET

4-byte value to be added to frame pointer.

If any reserved MPLS labels were "skipped" during key generation
before VCAP CLM lookup, then these are not counted in
NXT_NORM_W32_OFFSET, because frame pointer is automati-
cally moved past “skipped” labels.

If both NXT_NORM_W32_OFFSET and NXT_OFFSET_FROM_-
TYPE are specified, then frame pointer is first modified based on
NXT_OFFSET_FROM_TYPE and then moved further based on
NXT_NORM_W32_OFFSET..

© 2022 Microchip Technology Inc. and its subsidiaries

DS00004427A-page 103



Jaguar-2

TABLE 2-69: VCAP CLM ACTIONS (CONTINUED)

a 4
S 2
2«
[2]l= o -
Field Name Description and Encoding Size ; E T é
@ @
23
= O
NXT_NORM_W16_ 2-byte value to be added to frame pointer. 5 X X | X
OFFSET If any reserved MPLS labels were skipped during key generation

before VCAP CLM lookup, then these are not be counted in
NXT_NORM_W16_OFFSET, because frame pointer is automati-
cally moved past “skipped” labels.

If both NXT_NORM_W16_OFFSET and NXT_OFFSET_FROM_-
TYPE are specified, then frame pointer is first modified based on
NXT_OFFSET_FROM_TYPE and then moved further based on
NXT_NORM_W16_OFFSET.

NXT_OFFSET_FROM _ Moves frame pointer depending on type of current protocol layer. |2 X X | X
TYPE 0: NONE. No frame pointer movement.

1: SKIP_ETH. Skip Ethernet layer.

If frame type is ETH, then move frame pointer past DMAC, SMAC
and 0-3 VLAN tags.

2: SKIP_IP_ETH - Skip IP layer and preceding Ethernet layer (if
present).

If frame type is ETH: Move frame pointer past DMAC, SMAC, 0-3
VLAN tags and IPv4/IPv6 header.

If frame type is CW and IP version is 4 or 6: Move frame pointer
past IPv4/IPv6 header.

For IPv4 header frame pointer is also moved past any IPv4 header
options.

3: RSV. Reserved.

NXT_TYPE_AFTER_OFF- | Protocol layer (frame_type) at frame pointer position after update |2 X X |X |X

SET based on NXT_OFFSET_FROM_TYPE and
NXT_NORM_W16_OFFSET or NXT_NORM_W32_OFFSET.

Frame type is only changed if one of the following conditions is true:
a) Frame pointer is moved.

b) Frame_type going into VCAP CLM was DATA and NXT_KEY_-
TYPE != 0.

0: ETH. Frame pointer points to start of DMAC.

1: CW (IP/MPLS PW CW/ MPLS ACH). Frame pointer points to
MPLS CW/ACH or IP version.

2: MPLS. Frame pointer points to MPLS label.

3: DATA. “Raw” data, such as unknown protocol type.

NXT_NORMALIZE Instruct rewriter to strip all frame data up to current position of 1 X X |X |X
frame pointer. The stripped data is not used for forwarding.

When a VCAP CLM action is processed, frame pointer is updated
before NXT_NORMALIZE is applied.

Note The rewriter can strip a maximum of 42 bytes.
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NXT_IDX_CTRL Controls the generation of the G_IDX used in the VCAP CLM next |3 X X |X |X
lookup:

0: TRANSPARENT. G_IDX of previous parser step is carried for-
ward to next parser step.

1: REPLACE. Replace previous G_|DX value with NXT_IDX of this
result.

2: ADD. Add NXT_IDX of this result to G_IDX of previous parser
step.

3: ISDX.Use ISDX as G_IDX.

4: RPL_COND_ISDX. Replace previous G_IDX value with
NXT_IDX of this result. Assign ISDX to ISDX_VAL for terminated
data.

5: Use ISDX with NXT_IDX for non terminated data (not CPU redir
and MEP ftraffic).

6: Replace ISDX with NXT_IDX. Use ISDX as G_IDX in next key for
non terminated data.

7: Reserved.
NXT_IDX Index used as part of key (field G_IDX) in the next lookup. 12 X | X
RESERVED Must be to zero. 1
PIPELINE_ACT_SEL Used by PIPELINE_FORCE_ENA to control PIPELINE_ACT, see |1
PIPELINE_FORCE_ENA.
LPORT_ENA Controls if LPORT_NUM updates LPORT and IFH.SRC_PORT. 1 X

2.13 Analyzer Classifier

The analyzer classifier (ANA_CL) handles frame classification. This section provides information about the following
tasks performed by ANA_CL.
 Basic classification. Initial classification including frame filtering, VLAN and QoS classification.

* VCAP CLM processing. Advanced classification including MPLS classification, service classification, and OAM
detection.

* QoS mappings. Mapping and translations of incoming QoS parameters.

 Ingress protection. Mapping to a group protection for fast failover.

» Layer 2 control protocol processing. Tunneling, peer, discard of L2CP frames per EVC.

» Ethernet Y.1731 MIP processing. Down-MIP half function with CPU extraction of CCM, LTM, and LBM frames.

2.13.1 BASIC CLASSIFIER

The analyzer classifier includes a common basic classifier that determines the following basic properties that affect the
forwarding of each frame through the switch.

* VLAN tag extraction. Parses the frame’s VLAN tags in accordance with known tag protocol identifier values.

» Pipeline point evaluation. For injected and looped frames, ensures ANA_CL is part of the frame’s processing flow.
* Routing control. Evaluates if a frame can be routed in terms of VLAN tags.

» Frame acceptance filtering. Drops illegal frame types.

» QoS classification. Assigns one of eight QoS classes to the frame.

» Drop precedence (DP) classification. Assigns one of four drop precedence levels to the frame.

» DSCP classification. Assigns one of 64 DSCP values to the frame.

* VLAN classification. Extracts tag information from the frame or use the port VLAN.

» Link aggregation code generation. Generates the link aggregation code.
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» Layer 2 and Layer 3 control protocol handling. Determines CPU forwarding, CPU extraction queue number, and
dedicated protocol QoS handling.

» Versatile Register Access Protocol (VRAP) handling. Extracts VRAP frames to VRAP engine.

» Logical port mapping. Maps physical ingress port to logical port used by analyzer.

» Port VOE VLAN awareness. Extracts PCP and DEI information from incoming frame used by port VOE in loss
measurement counters.

The outcome of the classifier is the basic classification result, which can be overruled by more intelligent frame pro-
cessing with VCAP classification matching (VCAP CLM).

2.13.1.1 VLAN Tag Extraction
The following table lists the register associated with VLAN tag extraction.
TABLE 2-70: VLAN TAG EXTRACTION REGISTER

Register Description Replication
ANA_CL::VLAN_STAG_CFG Ethertype for S-tags in addition to default value 0x88A8. 3
Up to five different VLAN tags are recognized by the devices.
» Customer tags (C-tags), which use TPID 0x8100.

- Service tags (S-tags), which use TPID 0x88A8 (IEEE 802.1ad).

» Service tags (S-tags), which use a custom TPID programmed in ANA_CL::VLAN_STAG_CFG. Three different
custom TPIDs are supported.

The devices can parse and use information from up to three VLAN tags of any of the types previously described.

Various blocks in the devices use Layer 3 and Layer 4 information for classification and forwarding. Layer 3 and
Layer 4 information can be extracted from a frame with up to three VLAN tags. Frames with more than three VLAN
tags are always considered non-IP frames.

2131.2 Pipeline Point Evaluation

The basic classifier is active for all frames with no active pipeline information for frames injected before or at pipeline
point ANA_CL and for frames extracted at or after pipeline point ANA_CL.

Frames looped by the rewriter (PIPELINE_ACT = LBK_ASM) have their REW pipeline point changed to an ANA pipe-
line point, which indicates the point in the analyzer flow in ANA where they appear again after being looped. The fol-
lowing pipeline point translation are handled.

* PIPELINE_PT = REW_PORT_VOE is changed to ANA_PORT_VOE

* PIPELINE_PT = REW_OU_VOE is changed to ANA_OU_VOE

* PIPELINE_PT = REW_IN_VOE is changed to ANA_IN_VOE

* PIPELINE_PT = REW_SAT is changed to ANA_CLM

» PIPELINE_PT = REW_OU_VOE is changed to ANA_OU_SW.

» PIPELINE_PT = REW_IN_SW is changed to ANA_IN_SW.

2.13.1.3  Routing Tag Control

The basic classifier determines which IP frames can be routed in terms of the VLAN tag types. If a frame can be
routed, it is signaled to ANA_L3, where the routing decision is made. The following table lists the register associated
with routing control.

TABLE 2-71: ROUTING TAG CONTROL REGISTER

Register Description Replication
ANA_CL:PORT:VLAN_TPID_CTRL. | Configures valid TPIDs for routing. This configuration is Per port
BASIC_TPID_AWARE_DIS shared with VLAN classification.

ANA_CL:PORT:VLAN_TPID_CTRL. | Configures number of valid VLAN tags in routable frames. | Per port
RT_TAG_CTRL

In order for a frame to be routed, the frame’s VLAN tags must all be valid, and routing must be enabled for the number
of VLAN tags in the frame.
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The settings in BASIC_TPID_AWARE_DIS define each of three processed VLAN tags of which TPID values are valid
for routing. The settings in RT_TAG_CTRL define the number of valid VLAN tags that must be present in routable
frames.

Example: If routing is enabled for single-tagged frames with TPID=0x8100, configure the following:

+ BASIC_TPID_AWARE_DIS = 0x7FFE. This invalidates all TPIDs except TPID = 0x8100 for outer most VLAN tag.
* RT_TAG_CTRL = 0x2. This enables routing of frames with one accepted tag only.

In this example, if an untagged frame is received, it is not routable because routing is not enabled for untagged frames.
If a single-tagged frame is received with for instance TPID=0x88A8 or a double-tagged frame is received with for
instance TPID=0x8100 for outer tag and TPID=0x8100 for inner tag, they are not routable because not all their VLAN
tags are valid.

Example: To configure routing on a VLAN unaware port where routing is enabled for untagged frames only, set
RT_TAG_CTRL = 0x1 to enable routing of untagged frames only.

213.1.4  Frame Acceptance Filtering

The following table lists the registers associated with frame acceptance filtering.
TABLE 2-72: FRAME ACCEPTANCE FILTERING REGISTERS

Register Description Replication
ANA _CL:FILTER CTRL Configures filtering of special frames Per port
ANA_CL::VLAN_FILTER_CTRL | Configures VLAN acceptance filter Three per port

Based on the configurations in the FILTER_CTRL register, the classifier can discard certain frame types that are nor-
mally not allowed to enter the network, such as the following.

» Frames with a multicast source MAC address (bit 40 in address is set)

» Frames with a null source or null destination MAC address (address = 0x000000000000)

The VLAN acceptance filter decides whether a frame’s VLAN tagging is allowed on the port. It has three stages where
each stage checks one of the up to three processed VLAN tags. Each stage is programmable independently of the

other stages in ANA_CL:PORT:VLAN_FILTER_CTRL. The following illustration shows the flowchart for the VLAN
acceptance filter.
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FIGURE 2-12:
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Frame accepted

The VLAN acceptance filter does not apply to untagged Layer 2 control protocol frames. They are always accepted
even when VLAN tags are required for other frames. The following frames are recognized as Layer 2 control protocol

frames:

* Frames with DMAC = 0x0180C2000000 through 0x0180C200000F
* Frames with DMAC = 0x0180C2000020 through 0x0180C200002F
» Frames with DMAC = 0x0180C2000030 through 0x0180C200003F
Tagged Layer 2 control protocol frames are handled by the VLAN acceptance filter like normal tagged frames and they
must comply with the filter settings to be accepted.
Frames discarded by the frame acceptance filters are assigned PIPELINE_PT = ANA_CL and learning of the frames’

source MAC addresses are at the same time disabled.
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2.131.5 QoS, DP, and DSCP Classification

This section provides information about the functions in the QoS, DP, and DSCP classification. The three tasks are
described as one, because the tasks have functionality in common.

The following table lists the registers associated with QoS, DP, and DSCP classification.
TABLE 2-73: QOS, DP, AND DSCP CLASSIFICATION REGISTERS

Register Description Replication

ANA_CL:PORT:QOS_CFG Configuration of the overall classification flow for Per port
QoS, DP, and DSCP.

ANA_CL:PORT:PCP_DEI_MAP_CFG | Port-based mapping of (DEI, PCP) to (DP, QoS). Per port per DEI per
PCP (16 per port)

ANA_CL::DSCP_CFG DSCP configuration per DSCP value. Per DSCP (64)

ANA_CL::QOS_MAP_CFG. DSCP rewrite values per QoS class. Per QoS class (8)

DSCP_REWR_VAL

ANA_CL::CPU_8021_QOS_CFG Configuration of QoS class for Layer 2 control pro- | Per Layer 2 protocol
tocol frames redirected to the CPU. address (32)

The basic classification provides the user with control of the QoS, DP, and DSCP classification algorithms. The result
of the basic classification are the following frame properties:

» The frame’s QoS class. This class is encoded in a 3-bit field, where 7 is the highest priority QoS class and 0 is the
lowest priority QoS class. The QoS class is used by the queue system when enqueuing frames and when evaluat-
ing resource consumptions, for policing, statistics, and rewriter actions. The QoS class is carried internally in the
IFH field IFH.VSTAX.QOS.CL_QOS.

» The frame’s DP level. This level is encoded in a 2-bit field, where frames with DP = 3 have the highest probability
of being dropped and frames with DP = 0 have the lowest probability. The DP level is used by the MEF compliant
policers for measuring committed and peak information rates, for restricting memory consumptions in the queue
system, for collecting statistics, and for rewriting priority information in the rewriter. The DP level is incremented by
the policers if a frame is exceeding a programmed committed information rate. The DP level is carried internally in
the IFH field IFH.VSTAX.QOS.CL_DP.

» The frame’s DSCP. This value is encoded in a 6-bit fields. The DSCP value is forwarded with the frame to the
rewriter where it is translated and rewritten into the frame. The DSCP value is only applicable to IPv4 and IPv6
frames. The DSCP is carried internally in the IFH field IFH.QOS.DSCP.

The classifier looks for the following fields in the incoming frame to determine the QoS, DP, and DSCP classification:
 Priority Code Point (PCP) when the frame is VLAN tagged or priority tagged. There is an option to use the inner
tag for double tagged frames (VLAN_CTRL.VLAN_TAG_SEL).

» Drop Eligible Indicator (DEI) when the frame is VLAN tagged or priority tagged. There is an option to use the inner
tag for double tagged frames (VLAN_CTRL.VLAN_TAG_SEL).

» DSCP (all 6 bits, both for IPv4 and IPv6 packets). The classifier can look for the DSCP value behind up to three
VLAN tags. For non-IP frames, the DSCP is 0 and it is not used elsewhere in the switch.

» Destination MAC address (DMAC) for L2CP frames. Layer 2 control protocol frames that are redirected to the
CPU are given a programmable QoS class independently of other frame properties.

The following illustration shows the flow chart of basic QoS classification.
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FIGURE 2-13: BASIC QOS CLASSIFICATION FLOW CHART
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The following illustration shows the flow chart for basic DP classification.
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FIGURE 2-14: BASIC DP CLASSIFICATION FLOW CHART
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The following illustration shows the flow chart for basic DSCP classification.
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FIGURE 2-15: BASIC DSCP CLASSIFICATION FLOW CHART
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Note that the DSCP translation part is common for both QoS, DP, and DSCP classification, and the DSCP trust part is
common for both QoS and DP classification.

The basic classifier has the option to overrule rewriter configuration (REW:PORT:DSCP_MAP) that remaps the DSCP
value at egress. When ANA_CL:PORT:QOS_CFG.DSCP_KEEP_ENA s set, the rewriter is instructed not to modify the
frame’s DSCP value (IFH.QOS.TRANSP_DSCP is set to 1).

The basic classified QoS, DP, and DSCP can be overwritten by more intelligent decisions made in the VCAP CLM.

2.13.1.6 VLAN Classification

The following table lists the registers associated with VLAN classification.
TABLE 2-74: VLAN CONFIGURATION REGISTERS

Register Description Replication

ANA_CL:PORT:VLAN_CTRL Configures the port’s processing of VLAN information in | Per port
VLAN-tagged and priority-tagged frames. Configures the
port-based VLAN.

ANA_CL:VLAN_STAG_CFG Configures custom S-tag TPID value. 3
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TABLE 2-74: VLAN CONFIGURATION REGISTERS (CONTINUED)

ANA_CL:PORT:PCP_DEI_TRANS_CFG | Port-based translation of (DEI, PCP) to basic classified Per port per
(DEI, PCP). DEI per PCP
(16 per port)
ANA_CL:PORT:VLAN_TPID_CTRL. Configures valid TPIDs for VLAN classification. This con- | Per port
BASIC_TPID_AWARE_DIS figuration is shared with routing tag control.

The VLAN classification determines the following set of VLAN parameters for all frames:

* Priority Code Point (PCP). The PCP is carried internally in the IFH field IFH.VSTAX.TAG.CL_PCP.
 Drop Eligible Indicator (DEI). The DEIl is carried internally in the IFH field IFH.VSTAX.TAG.CL_DEI.
* VLAN Identifier (VID). The VID is carried internally in the IFH field IFH.VSTAX.TAG.CL_VID.

» Tag Protocol Identifier (TPID) type, which holds information about the TPID of the tag used for classification. The
TPID type is carried internally in IFH field IFH.VSTAX. TAG.TAG_TYPE. Extended information about the tag type is
carried in IFH.DST.TAG_TPID.

The devices recognize five types of tags based on the TPID, which is the EtherType in front of the tag:

» Customer tags (C-tags), which use TPID 0x8100.

+ Service tags (S-tags), which use TPID 0x88A8 (IEEE 802.1ad).

» Custom service tags (S-tags), which use one of three custom TPIDs programmed in ANA_CL::VLAN_STAG_CFG.
Three different values are supported.

For customer tags and service tags, both VLAN tags (tags with nonzero VID) and priority tags (tags with VID = 0) are
processed.

It is configurable which of the five recognized TPIDs are valid for the VLAN classification (VLAN_TPID_C-
TRL.BASIC_TPID_AWARE_DIS). Only VLAN tags with valid TPIDs are used by the VLAN classification. The parsing
of VLAN tags stops when a VLAN tag with an invalid TPID is seen.

The VLAN tag information is either retrieved from a tag in the incoming frame or from default port-based configuration.
The port-based VLAN tag information is configured in ANA_CL:PORT:VLAN_CTRL.

For double tagged frames (at least two VLAN tags with valid TPIDs), there is an option to use the inner tag instead of
the outer tag (VLAN_CTRL.VLAN_TAG_SEL). Note that if the frame has more than two valid VLAN tags, the inner tag
refers to the tag immediately after the outer tag.

The following illustration shows the flow chart for basic VLAN classification.
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FIGURE 2-16: BASIC VLAN CLASSIFICATION FLOW CHART
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Basic Classified Tag information

In addition to the classification shown, the port decides the number of VLAN tags to pop at egress (VLAN_C-
TRL.VLAN_POP_CNT). If the configured number of tags to pop is greater than the actual number of valid tags in the
frame, the number is reduced to the number of actual valid tags in the frame. A maximum of three VLAN tags can be
popped. The VLAN pop count is carried in IFH field IFH.TAGGING.POP_CNT.

Finally, the VLAN classification sets IFH field IFH.VSTAX.TAG.WAS_TAGGED if the port is VLAN aware and the frame
has one or more valid VLAN tags. WAS_TAGGED is used the rewriter to make decision on whether tag information
from existing tags can be used for rewriting.

The basic classified tag information can be overwritten by more intelligent decisions made in the VCAP CLM.

DS00004427A-page 114 © 2022 Microchip Technology Inc. and its subsidiaries



Jaguar-2

2.13.1.7  Link Aggregation Code Generation

This section provides information about the functions in link aggregation code generation.
The following table lists the registers associated with aggregation code generation.
TABLE 2-75: AGGREGATION CODE GENERATION REGISTERS

Register Description Replication

ANA_CL:AGGR_CFG Configures use of Layer 2 through Layer 4 flow information for link | Common
aggregation code generation.

The classifier generates a link aggregation code, which is used in the analyzer when selecting to which port in a link
aggregation group a frame is forwarded.

The following contributions to the link aggregation code are configured in the AGGR_CFG register.

» Destination MAC address—use the 48 bits of the DMAC.

* Reversed destination MAC address—use the 48 bits of the DMAC in reverse order (bit 47 becomes bit 0, bit 46
becomes bit 1, and so on).

» Source MAC address—use the lower 48 bits of the SMAC.

« IPv6 flow label—use the 20 bits of the flow label.

» Source and destination IP addresses for IPv4 and IPv6 frames —use all bits of both the SIP and DIP.

» TCP/UDP source and destination ports for IPv4 and IPv6 frames use the 16 bits of both the SPORT and DPORT.

» ISDX—use the 12 bits of the ISDX. The ISDX used is the resulting ISDX after applying the actions from VCAP
CLM.

* Random aggregation code—use a 4-bit pseudo-random number.
All contributions that are enabled are 4-bit XOR’ed, and the resulting code is used by the Layer 2 forwarding function

(ANA_AC) to select 1 out of 16 link aggregation port masks. The 16 link aggregation port masks are configured in
ANA_AC:AGGR. For more information see Section 2.20.1.3, "Aggregation Group Port Selection".

If AGGR_CFG.AGGR_USE_VSTAX_AC_ENAis enabled and the frame has a VStaX header, all other contributions to
link aggregation code calculation are ignored, and the AC field of the VStaX-header is used directly. Otherwise, link
aggregation code generation operates as previously described.

Note that AGGR_CFG.AGGR_DMAC_REVERSED ENA and AGGR_CFG.AGGR_DMAC_ENA are independent. If
both bits are enabled, the frame’s DMAC contributes both normally and reversed in the link aggregation code calcula-
tion.

2.13.1.8 CPU Forwarding Determination

The following table lists the registers associated with CPU forwarding in the basic classifier.
TABLE 2-76: CPU FORWARDING REGISTERS

Register Description Replication

ANA_CL:PORT:CAPTURE_CFG Enables CPU forwarding for various frame types. |Per port
Configures valid TPIDs for CPU forwarding.

ANA_CL:PORT:CAPTURE_BPDU_CFG Enables CPU forwarding per BPDU address Per port

ANA_CL:PORT:CAPTURE_GXRP_CFG Enables CPU forwarding per GxRP address Per port

ANA_CL:PORT:CAPTURE_Y1731_AG_CFG Enables CPU forwarding per Y.1731/IEEE802.1ag | Per port
address

ANA_CL::CPU_PROTO_QU_CFG CPU extraction queues for various frame types None

ANA_CL::CPU_8021_QU_CFG CPU extraction queues for BPDU, GARP, and None
Y.1731/IEEE802.1ag addresses

ANA CL:VRAP_CFG VLAN configuration of VRAP filter None

ANA_CL::VRAP_HDR_DATA Data match against VRAP header None

ANA_CL::VRAP_HDR_MASK Mask used to don’t care bits in the VRAP header |None

The basic classifier has support for determining whether certain frames must be forwarded to the CPU extraction
queues. Other parts of the VCS7438-02, VSC7464-02, and VSC7468-02 devices can also determine CPU forwarding,
for example, the VCAPs or the VOEs. All events leading to CPU forwarding are OR’ed together, and the final CPU
extraction queue mask, which is available to the user, contains the sum of all events leading to CPU extraction.
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